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Part I

Generalities
In this chapter, we briefly summarize the discoveries that contributed to making gravitational lensing a popular tool for studying the universe’s structure and evolution. The next chapters will deal with the subject much more rigorously.

1.1 Corpuscular Theory of Light

The idea that light can be deflected due to gravity has ancient origins. In the eighteenth century, the debate over the true nature of light was intense. According to the corpuscular theory, formulated by Sir Isaac Newton (1642–1726), light is composed of particles which, emitted by a luminous body, propagate in space along rectilinear paths, according to the laws of classical mechanics (Newton 1704). If massive, these particles can undergo the gravitational attraction of other bodies. The intensity of this attraction decreases with increasing distance, as required by the Law of Gravity. This theory contrasted with the wave theory of Christian Huygens (1629–1695), according to which light propagates like a wave in a medium called ether (Huygens 1690). The debate continued until the early 1800s when Thomas Young 1802, and later Augustin-Jean Fresnel 1819 resolved the question in favor of the wave theory through their experiments of interference and diffraction.

In the meantime, however, Newton’s idea had sparked the interest of several scholars of the time. John Michell 1784, in a letter sent to the Scottish chemist and physicist Henry Cavendish, hypothesized that he could estimate the mass of a star by measuring how the speed of light would slow down due to the gravity of the star itself. The same idea was later re-proposed independently by Pierre Simon de Laplace 1796. It was probably this exchange of letters that prompted Cavendish to calculate how the trajectory of a particle of light would have changed following its close encounter with a star. This calculation, performed again using the principles...
of classical mechanics, led to the following result: a ray of light, which passes at a distance $R$ from a mass $M$, undergoes a deflection equal to the angle

$$\hat{\alpha}(R) = \frac{2GM}{c^2R},$$

(1.1)

where $G$ is the universal gravitational constant, whose approximate value is $G = 6.67 \times 10^{-11} \text{Nm}^{-2}\text{kg}^{-2}$, while $c = 299792 \text{km}s^{-1}$ is the speed of light. The quantity given by the previous formula is called the deflection angle. Cavendish’s notes in which this calculation was described remained unknown until the early 1900s (Will 1988). For this reason, the result is often attributed to a German scientist, Johann von Soldner, who published it in 1802 (von Soldner 1802).

The deflection angle formula allows us to calculate the deflection of a light ray that grazes the surface of the Sun. Considering that the Sun has a radius of $\sim 695700 \text{km}$ and a mass of $\sim 1.989 \times 10^{30} \text{kg}$, the deflection angle is equal to $\sim 0.875$ arc seconds (Fig. 1.1).

**Fig. 1.1** Sketch for the deflection of a light ray passing at distance $R$ from a lens of mass $M$
1.2 The Einstein Revolution

As mentioned, in the early 1800s, the wave nature of light was proved. For this reason, the idea that light could feel the effects of gravity was shelved and was no longer discussed for over a century. However, in 1907, Albert Einstein formulated the “Principle of Equivalence” (Einstein 1908), which will be later become one of the cardinal principles of his Theory of General Relativity. We can explain the principle of equivalence with the classic example of Einstein’s elevator. Imagine a person in an elevator that falls from the top of a building. The person and the elevator in free fall experience the same acceleration, $\vec{g}$. For this reason, the person feels to be floating in space, precisely as if the elevator was not precipitating at all but was far from any source of gravity. On the contrary, an astronaut in space that started the engines of his spaceship, accelerating to $\vec{g}$, would experience the same feeling as if he was standing on the Earth’s surface.

With such reasoning, Einstein concluded that it is not possible to distinguish the effects of gravity from those of acceleration and enunciated the principle of equivalence, according to which the gravitational mass coincides with the inertial mass. Using this principle and assuming that the speed of light is constant, he also postulated that light must feel the effect of gravity. Let us go back to the person closed in the elevator in free fall. If we made a hole on one of the lift’s sidewalls and used it to let a ray of light enter the moment the elevator starts to fall, the person inside would see the light propagate at a constant speed from the hole of the entrance to the opposite wall. Not to violate the principle of equivalence, he would observe precisely what he would see if the elevator was floating in space, that is, that light propagates along a straight line with a constant speed. If there were an exit hole on the opposite wall, the light would leave the elevator, obviously after the time needed to travel through it.

Instead, consider an observer outside the elevator: he would observe the light enter the elevator when it begins its free fall from a certain height from the ground and would see it exit the opposite wall after some time, during which the lift falls to a lower altitude. The only way to explain this observation is that gravity is not only responsible for the fall of the elevator but also capable of bending the trajectory of light. The time needed for the light to pass through the lift cabin would be minimal, and the difference between the entry and exit height would be equally small. To carry out this thought experiment by Einstein, we have to use a little imagination.

Einstein published in 1911 the calculation of the deflection angle of a light ray passing at a distance from a mass (Einstein 1911) based on his Theory of Special Relativity. The result was the same as that previously obtained by Cavendish and Soldner. In 1915, however, Einstein formulated the theory of General Relativity, which explains gravity as assemblies of mass and energy curving space–time (Einstein 1916). Einstein repeated the deflection angle calculation within this new
framework, which resulted in a factor of two larger than the previously obtained.
The deflection of a light ray passing at a distance $R$ from a mass $M$ is, therefore:

$$\hat{\alpha}(R) = \frac{4GM}{c^2 R}.$$  \hspace{1cm} (1.2)

In the case of a light ray that grazes the Sun’s surface, the deflection angle predicted by the theory of General Relativity is about 1.75 arc seconds.

### 1.3 How to Prove the Deflection of Light?

Since 1912, Einstein had been looking for observational confirmations of his predictions about the deflection of light. In his correspondence with Sir George Ellery Hale, who was the Director of Mount Wilson Observatory at that time, he asked for advice on how to measure the positions of distant stars around the Sun in daylight (Fig. 1.2). By comparing these positions with those observed at night,
when the Sun would have been somewhere else, it would have been possible to measure the effect of the mass of the Sun on the trajectory of light. Hale replied that there was no possibility of making these measurements in the light of the Sun, but that he believed the idea of doing them during a total eclipse “very promising”.

Several attempts were made to measure the deflection of light during solar eclipses (see, e.g. Coles 1999; Crelinsten 2006; Ellis 2010; Will 2015). The German astronomer Erwin Finlay-Freundlich, urged by Einstein, saw in a solar eclipse of August 1914, observable in Crimea, the right opportunity to make these measurements. He then organized an expedition to Feodosia, which, however, ended badly due to the outbreak of World War I. Finlay-Freundlich was arrested by the Russian army. The American astronomer William Wallace Campbell, director of the Lick Observatory, also attempted the measurement in the Crimea but failed due to bad weather. He was allowed to go home, but his equipment was seized, including special equipment for observing the eclipse.

Campbell himself retried the measurement on the occasion of another solar eclipse observable in Washington State in 1918. Although he was still without his instrumentation, he attempted the measure with more inferior quality equipment, which led him to conclude no deflection of light. When he was about to publish his results and speak out against Einstein’s Theory, he learned of the measurements obtained during the two expeditions organized by Sir Arthur Eddington in 1919 (Fig. 1.3).

Fig. 1.3 Digitalized restoration of one of the images of the total solar eclipse in 1919 taken in Sobral. The positions of few stars visible in the obscured sky in Taurus’ constellation are indicated with circles. Credit: ESO/Landessternwarte Heidelberg-Königstuhl/F. W. Dyson, A. S. Eddington, & C. Davidson
Einstein presented his Theory of General Relativity to the Prussian Academy of Science in November 1915, when the First World War was underway. This condition made the exchange of scientific publications between England and Germany particularly difficult. This situation did not stop Sir Arthur Eddington, Plumian Professor at Cambridge University, from importing scientific publications from Germany into his country. He did so thanks to the collaboration of the Dutch mathematician, physicist, and astronomer Willem de Sitter. He thus came into possession of Einstein’s writings. In 1917 he and his colleague, the Astronomer Royal Frank Dyson, convinced the Royal Astronomical Society to support expeditions to verify the predictions of the Theory of General Relativity. An incredibly tempting occasion occurred on May 29, 1919. A solar eclipse occurred, whose totality covered a vast region that stretched from Africa to South America. As Dyson noted, the exceptional condition was that, during the eclipse, the Sun was transiting in front of the Hyades open star cluster. Potentially, dozens of stars could be observed near the solar disk, obscured by the Moon, enabling the astronomers to take the necessary measures to verify Einstein’s theory’s predictions. Because of the turbulence in the Earth’s atmosphere, the light from distant stars can suffer deflections of similar if not higher amplitude than those caused by the mass of the Sun. However, such deflections are random, and they average out if measured on many sources.

Eddington organized two expeditions, one directly to Principe Island, on the west coast of Africa, in which he participated together with his assistant Edwin Cottingham, and the other to Sobral, in northern Brazil, directed by the astronomer Andrew Crommelin, accompanied by colleague Charles Davidson. Eddington’s measurements in Principe were difficult due to bad weather, but they gave a result consistent with Einstein’s predictions. His team measured an average deflection of $1.60 \pm 0.31$ arc seconds for the stars near the solar disk. The measurements made in Sobral gave a different result, equal to $1.98 \pm 0.12$ arc seconds, but were considered less reliable by Eddington. Recent research has shown that the instruments used in Sobral had indeed undergone alterations due to a sharp change in temperature between the night before the eclipse and the following day (Kennefick 2012).

The results of Eddington’s expeditions in support of Einstein’s theory were presented in a historic speech by Frank Dyson to the Royal Astronomical Society and Royal Society of London on November 6, 1919. They were later published by Dyson et al. 1920. They had a notable prominence in the press of the time. In Fig. 1.4, we show a New York Times special cable celebrating Einstein’s triumph, communicating the news of the measure of the deflection of light (“Lights all askew in the heavens”). The newspaper reported several scholars of the time, who were all in agreement in considering Eddington’s measures an important confirmation of Einstein’s theories and had different opinions about the latter’s impact in people’s daily lives. Einstein’s theories were, for many scholars of the time, extremely complex and difficult to understand. The New York Times concluded by recalling that Einstein himself had warned his publishers that no more than twelve people
in the world (“A book for 12 wise men”) would have been able to understand his theory. Subsequent measurements taken on other eclipses confirmed Eddington’s findings.

1.5 Following Intuitions

After his theory was proved right, Einstein himself did not seem particularly convinced that gravitational lensing could have relevant scientific applications. In 1936, however, he was persuaded by an amateur scientist, Rudi Mandl, to explore the consequences of the deflection of light by massive bodies in the universe. Precisely, Mandl, who had grasped the similarity between gravitational lenses and optical lenses, suggested to Einstein that closer stars could amplify distant stars. According to Mandl’s idea, when two stars are well aligned, the light from the furthest star can be focused on the observer, as if it was passing through a magnifying glass. Therefore, the distant star should appear brighter as if it was observed with a gravitational telescope. So it was that Einstein published a short article in the journal Science in which he presented the calculations he had made at
Mandl’s request (Einstein 1936). Einstein considered the case of two stars perfectly aligned with a terrestrial observer, showing that the distant star would be seen as a ring. The distant star would, therefore, appear much brighter. However, he wrote, “Of course, there is no hope to observe this phenomenon directly,” given the tiny size of the ring and the low probability of having two stars so well aligned.

In truth, a little over a decade earlier, a Russian physicist, Orest Chwolson, had anticipated the effects observable when a star acts as a lens on a more distant star (Chwolson 1924). He had discussed the possibility that the farthest source could be seen multiple times and, in the case of perfect alignment, it might appear as a ring. This phenomenon’s explanation lies in that light can reach the observer through different trajectories in curved space–time. This particular gravitational lensing regime, in which multiple images and massive distortions of the source’s shape can be produced, is called strong lensing. If a ring is created, it is called “Einstein’s Ring”, although the term “Chwolson Ring” would be more appropriate.

Einstein’s pessimism about the possibility of observing strong lensing effects was excessive. As we shall see, some 60 years later, it was realized that there are regions of the sky so dense with stars that it is not so rare to find some of them sufficiently well aligned to produce large amplifications observable even with medium-sized telescopes. Furthermore, Einstein had overlooked the fact that there are far more massive gravitational lenses in the sky than the stars. Since 1924, thanks to the observations conducted by Edwin Hubble, it was known that other galaxies existed besides ours and that these were at great distances from the Earth. Subsequent observations showed that there are also large agglomerations of hundreds and thousands of galaxies held together by gravity in the sky, called galaxy clusters.

In 1937, the American astronomer Fritz Zwicky published a short article entitled “Nebulae as Gravitational Lenses” (Zwicky 1937a). In this article, he explained that the deflection of light from distant sources by massive celestial objects, such as galaxies and clusters of galaxies, would have been of far greater intensity than those produced by single stars. He also wrote that these large natural lenses would allow galaxies to be seen at much greater distances than those achievable with the largest telescopes on Earth, due to the amplification effect already discussed by Einstein. Zwicky was also the first to describe one of the most important modern applications of gravitational lensing: the possibility of using this phenomenon to understand how matter is distributed in the lenses (Zwicky 1937b). Thanks to the studies that he had conducted on the Coma cluster’s galaxies’ motions, Zwicky had realized in those years that the luminous matter (the stars) was not sufficient to explain the incredible speeds with which the galaxies move in clusters. To explain these large speeds and why the galaxies were not dispersed in space instead of remaining tied, it was necessary to hypothesize that the galaxy cluster contained a large amount of invisible mass, which he called “missing mass”, capable of producing a gravitational attraction force far more significant than that attributable to visible matter alone. Today we refer to this invisible matter with the term dark matter. Zwicky sensed that this enormous amount of mass would have had to produce gravitational lensing effects.
In the following decades, not much advancement happened in the field. In the 1960s, various scientists carried out studies that developed the mathematical aspect of gravitational lensing and sought to identify the ideal candidates to observe the effects predicted by the theory.

In the early 1960s, the Dutch astronomer Maarten Schmidt discovered quasars, point objects of enormous brightness, observable even at very great distances from us (Schmidt 1963). Astronomers hypothesized that these sources could be the ideal candidates to suffer the effects of gravitational lensing from nearby galaxies.

Yuri Klimov focused the lensing effects of galaxies on other galaxies, discussing the appearance of multiple images and rings around the lenses (Klimov 1963). Sydney Liebes 1964 reviewed several possible scenarios where lensing effects could be observed, including lensing by stars in the Milky Way on stars in the galactic bulge or the Andromeda galaxy, lensing by and within globular clusters, lensing by non-stellar objects in the Galaxy (asteroids, planets, other floating matter-agglomerates). He even considered the effects of gravitational waves.

The Norwegian astrophysicist Sjur Refsdal 1964 discussed a further consequence of gravitational lensing in addition to multiple images, distortions, and magnification. As we will see in greater detail later on, the light accumulates a time delay when deflected by a gravitational lens. Suppose that a distant source undergoes the effect of gravitational lensing by a galaxy along the line-of-sight. We could not realize the light’s delay in a single image because we do not know when the light was emitted. However, as already suggested by Chwolson and Einstein, if the alignment between source and lens was strong, the source could be seen multiple times, and each of its images would have a different time delay. Suppose that the source is a Supernova. Due to gravitational lensing, its explosion would be observed multiple times but with delays between the images.

In the 1970s, many gravitational lensing applications had been conceived, but they remained theoretical speculations, without any observational feedback. The main reason was the lack of adequate tools to observe the events theorized by many scientists. As mentioned above, there must be an excellent alignment between observer, lens, and source for strong lensing events to be detected. Furthermore, for the deflection of light to be significant, the lens and the source must be sufficiently far from the observer. Indicatively, the rule applies that the distance between lens and source must be similar or greater than the distance between observer and lens. These conditions are rarely met, and it is necessary to observe large areas of the sky to discover gravitational lensing events.

Furthermore, gravitational lenses such as galaxies and galaxy clusters are several billion light-years away. Therefore, it is clear that the sources subject to lensing effects must be extraordinarily distant and thus very faint. Consequently, it is necessary to use very sensitive telescopes to be able to observe them, also if one takes into account the lens magnification effect.
1.6 **First Observational Discoveries**

Technological progress led to the construction of increasingly powerful telescopes capable of collecting light from large areas of the sky. After their invention, Charged-Coupled-Devices (CCD) quickly began to be used in astronomy. These devices allowed to drastically increase the astronomical cameras’ sensitivity, quickly replacing the traditional photographic plates.

Finally, the first gravitational lensing event was observed in 1979. A group of astronomers discovered two quasars separated in the sky by 6 arc seconds (Walsh et al. 1979). The two quasars shared several properties, including their spectra and their redshifts ($z = 1.413$). The discovery that the two quasars were chemically similar and were at the same distance made it possible to decipher their nature: they were two multiple images of a single quasar. So, as expected, the first gravitational lensing event involved a quasar. The brightness of the source dominates that of the lens so much so that only the following year, with more in-depth observations, it emerged that the lens consisted of a small group of galaxies at redshift $z = 0.355$ (Young et al. 1980). The system is known by the name Q0957 + 561 and is shown in Fig. 1.5, in a much more recent image than Walsh’s original observation. It was obtained with the Hubble Space Telescope. The lens and the source are at distances of approximately 3.7 and 8.7 billion light-years.

The discoveries of other gravitational lenses followed. In 1985 four multiple images of the quasar Q2237 + 0305 (Fig. 1.6) were observed, arranged to form a

---

**Fig. 1.5** A recent observation with Hubble Space Telescope of the twin quasars QSO 0957 + 561, the first example of extra-galactic gravitational lensing. The lens was discovered in 1979. Credit: ESA/Hubble & NASA, reproduced on a non-exclusive basis.
1.6 First Observational Discoveries

Fig. 1.6 Another example of a galaxy lensing a distant QSO – Q2237 + 0305. Such configuration of multiple images is dubbed “Einstein Cross”. Credit: ESA/Hubble & NASA

cross around a lens galaxy (Huchra et al. 1985). This configuration of images was called the “Einstein cross”. We can observe it when the lens and source alignment is almost perfect, as in the Einstein ring. We see a cross and not a ring due to how matter, mainly dark, is distributed in the lens. In the following chapters of this book, we will explain how multiple images’ geometry depends on the lens’s shape. Other double and triple quasars were discovered soon after.

As mentioned, quasars are practically point sources. As such, their multiple images remain point-like and easily separable. On the other hand, if the source that undergoes the lensing effect is a galaxy, a more extended source, multiple images can be deformed by the lens and merge, giving rise to what we call “gravitational arcs.”

When Lynds and Petrosian 1986 and Soucail et al. 1987 reported the discovery of arc-shaped images in some galaxy clusters, including that shown in Fig. 1.7 in the cluster Abell 370, the interpretation of these observations seemed doubtful. It was not clear if the arcs were sources belonging to the clusters or were behind them and,
One of the first gravitational arcs ever detected was found in Abell 370. An I-band image from the public Canada-France-Hawaii-Telescope archive is shown in the left panel. It can be compared with a very recent HST observation of the same region of the sky in the right panel.

A gallery of Einstein rings observed by the Hubble Space Telescope in the framework of the Sloan Lens ACS (SLACS) program (Bolton et al. 2006). Credits: NASA, ESA, A. Bolton (Harvard-Smithsonian CfA), and the SLACS Team.

Therefore, distorted by gravitational lensing. However, Soucail et al. 1988 showed that the redshift of the source seen as an arc ($z = 0.724$) was greater than the cluster redshift ($z = 0.37$), thus demonstrating that the one observed in Abell 370 was the first example of a gravitational arc. The Einstein rings shown in Fig. 1.8 are further examples of gravitational lensing effects on extended sources, but in that case, the lenses are galaxies and not galaxy clusters.
1.7 The First Microlensing Observations

As previously mentioned, Einstein in 1936 had concluded that the gravitational lensing effects produced by stars on other more distant stars would have been impossible to observe. He was wrong. His calculations showed that a lens star would produce effects, such as forming multiple images of the source star, on tiny angular scales, so small that not even powerful telescopes could see them. However, he had overlooked some critical aspects of the problem.

There is plenty of stars in our Galaxy, and they are not stationary. On the contrary, they participate in the Galaxy’s rotation, with a speed that changes as a function of the distance from the center. Therefore, the stars move relative to each other, and occasionally their relative motion can cause them to remain well aligned with a terrestrial observer for a few dozen days. When this happens, we can observe the gravitational lensing effect experienced by the farthest star. We cannot see the multiple images, which are too close to be distinguished, given the lens’s small size. However, we can detect the amplification effect that Rudi Mandl discussed with Einstein. During the alignment, the source star then appears brighter than before the alignment occurs or after the alignment has ceased.

Similar events fall under the gravitational lensing regime known as Microlensing. The term refers to the fact that the effects occur on tiny angular scales, less than one milli-arcsecond.

Bohdan Paczynski 1986 suggested to search for microlensing effects in the halo of the Milky Way by possible dark matter candidates such as Massive Astrophysical Compact Halo Objects (MACHOs). Such search implies monitoring the luminosity of millions of stars in the Magellanic Clouds. The first microlensing events were reported in 1993 by two groups simultaneously (Alcock et al. 1993; Aubourg et al. 1993). Following Paczynski’s idea, they had monitored stars in the Large Magellanic Cloud for over a few years, finding three candidates.

An example of a microlensing event is shown in Fig. 1.9. In the boxes on the left, two observations made with a telescope of the Mount Stromlo Observatory, in Australia, of the same region of the sky in the direction of the Large Magellanic Cloud are shown. The first observation dates back to February 1993 while the second to January 1994. Clearly, in the center of the first image, we can see a very bright star that is much weaker in the second.

In the larger image on the right, we can see another observation of the region indicated in the previous images with a green box. In this case, the Hubble Space Telescope was used, much more sensitive and with a much higher spatial resolution than those of the Mount Stromlo telescope. In the center of the image, we can see a reddish star, which is not seen in the images obtained at Mount Stromlo. This star is the gravitational lens that passed in front of the source, another star in the Large Magellanic Cloud. The alignment between the two stars then ceased, and the amplification effect has disappeared, as the 1994 image shows.
A microlensing event occurred between 1993 and 1994 is shown in the left panels. The observations were carried out at the Mt. Stromlo Observatory by looking at a region in the Large Magellanic Cloud. At the center of the upper image, taken in Feb. 1993, we can see a bright source that is no longer visible in the bottom image, dated less than a year later. The lens, a star in our Galaxy’s halo, is not detectable in both these two images. It was observed with the Hubble Space Telescope only in 2002, as shown in the right panel (reddish star), which is an enlargement of the green box displayed in the other two images. Credits: NASA, ESA and D. Bennett (University of Notre Dame)

1.8 The Detection of Weak Lensing

Strong lensing causes spectacular effects such as gravitational arcs or multiple images of distant sources that we can observe around lenses such as galaxies or galaxy clusters; it is a rare phenomenon, which requires strong alignment between observer, lens, and source.

Einstein’s theory tells us that the light deflection angle is inversely proportional to the distance from the lens, but it is proportional to the lens mass. Therefore, in massive lenses, such as galaxy clusters, whose masses can be of the order of \( \sim 10^{15} M_\odot \), gravitational lensing effects could be measurable even at great distances from the center.

Indeed, Tyson et al. 1990 observed that distant galaxies were weakly but coherently elongated and tangentially distorted around the clusters Abell 1689 and
CL1409 + 52. These kinds of image distortions manifest the effect of gravitational lensing in the so-called weak regime. The amplitude of the distortion decreases with distance and is now measured around many gravitational lenses.

As we will see, weak lensing effects are beneficial for detecting how matter is distributed over large sky regions, not just around galaxy clusters. The weak lensing signal can be measured over large scales in the universe. The amplitude of the effect, known as cosmic shear, is tiny, but it was revealed in the early 2000s (Bacon et al. 2000; Van Waerbeke et al. 2000; Wittman et al. 2000). Today, the cosmic shear is considered one of the most powerful tools for understanding dark energy’s nature and plays a central role in numerous cosmological experiments.
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This chapter focuses on the light deflection. We begin with a point mass and derive the deflection angle in both the Newtonian and Relativistic limits. Then, we generalize the result to the cases of ensembles of point masses and extended mass distributions.

2.1 Deflection of a Light Corpuscle

As said at the beginning of the previous chapter, the idea that gravity could bend the light is dated back to the eighteenth century. It was mentioned by Isaac Newton at the end of his book *Optiks*, published in four editions between 1704 and 1730, and explained in the framework of the “Theory of Corpuscular Light” (Newton 1704).

In this framework, the derivation of a photon’s deflection angle by a body with mass $M$ is relatively straightforward (Congdon and Keeton 2018). We have to assume that photons are corpuscles with un-specified mass and are therefore capable of experiencing the gravitational pull of the body mentioned above, following Newtonian gravity laws. Besides, we have to assume that they move at a certain initial speed of $c$.

Newton’s law of gravity says that the gravitational force between a corpuscle with mass $m$ and a body with mass $M$ (both assumed to be point-like) is

$$\vec{F} = -m \vec{\nabla} \Phi,$$  \hspace{1cm} \(2.1\)

where $\Phi = -GM/r$ is the gravitational potential of the mass $M$, $r$ is the distance between the bodies, and $G$ is the gravitational constant.

Instead, Newton’s second law of motion states that

$$\vec{F} = ma,$$  \hspace{1cm} \(2.2\)

where $a$ is the acceleration of the corpuscle.
Thus, because of gravity, the corpuscle will be accelerated to

\[ \vec{a} = -\vec{\nabla} \Phi , \]  

meaning that it will acquire an extra velocity \( \Delta \vec{v} \),

\[ \Delta \vec{v} = \int_{t_s}^{t_o} \vec{a} \, dt \]  

while interacting with the body of mass \( M \) between the times \( t_s \) and \( t_o \).

Let us assume, as shown in Fig. 2.1, that the corpuscle moves initially parallel to a reference axis \( z \). We may place the body of mass \( M \) at the origin of a reference frame in \((\xi, z) = (0, 0)\), where \( \xi \) is the coordinate along the axis perpendicular to \( z \). The vector \( \vec{\xi} \) also indicates the impact parameter of the corpuscle with respect to the body of mass \( M \). Thus, \( r = \sqrt{\xi^2 + z^2} \). We can express \( z \) in terms of time \( t \), \( z = ct \), so that \( dz = cdt \), and assume that the deflection of the corpuscle is small. Then, the time integral can be approximated by the integral along the initial direction of motion of the corpuscle as

\[ \Delta \vec{v} \approx \frac{1}{c} \int_{z_s}^{z_o} \vec{a} \, dz = -\frac{1}{c} \int_{z_s}^{z_o} \nabla \Phi \, dz . \]  

(2.5)

The gradient of the gravitational potential can be decomposed in the two components along \( z \) and \( \xi \):

\[ \vec{\nabla} \Phi = \frac{d\Phi}{dz} \hat{e}_z + \frac{d\Phi}{d\xi} \hat{e}_\xi . \]  

(2.6)
Similarly, the velocity change will also have two components along $z$ and $\xi$. We start by computing

$$
\Delta v_{||} = -\frac{1}{c} \int_{z_o}^{z_s} d\Phi \frac{d\Phi}{dz} dz
$$

$$
= \frac{1}{c} [\Phi(z_s, \xi) - \Phi(z_o, \xi)] . \tag{2.7}
$$

We can reasonably assume that the photon arrives from far behind the body and travels toward the observer at a long distance. Then, $|z_s| = |z_o| = \infty$. Since $\lim_{|z| \to \infty} \Phi = 0$, the integral above is zero, and the corpuscle does not acquire an additional velocity along the initial direction of motion. The velocity along the $z$ axis continues to be $c$.

For the component along $\vec{\xi}$, we find

$$
\Delta v_{\perp} = -\frac{1}{c} \int_{z_o}^{z_s} d\Phi \frac{d\Phi}{d\xi} d\xi dz
$$

$$
= -\frac{GM\xi}{c} \int_{z_o}^{z_s} (\xi^2 + z^2)^{-3/2} dz . \tag{2.8}
$$

The integral can be solved by means of the variable change $\tan \theta = z/\xi$, and assuming again that $|z_s| = |z_o| = \infty$. Under these circumstances,

$$
\Delta v_{\perp} = -\frac{GM}{c\xi} \int_{-\pi/2}^{\pi/2} \cos \theta d\theta
$$

$$
= -\frac{2GM}{c\xi} . \tag{2.9}
$$

Thus, while the corpuscle initially moves with velocity

$$
\vec{v}_{in} = c\vec{e}_z = c\vec{e}_{in} , \tag{2.10}
$$

after the interaction with the body of mass $M$, it moves at velocity

$$
\vec{v}_{out} = v\vec{e}_{out} = c\vec{e}_{in} - \frac{2GM}{c\xi}\vec{e}_\xi . \tag{2.11}
$$

We note that

$$
v_{out} = \sqrt{c^2 + \frac{4G^2M^2}{c^2\xi^2}} \approx c . \tag{2.12}
$$
Thus, the deflection of the corpuscle, defined as the difference between the initial and final directions of motion, is

\[
\hat{\alpha}(\xi) = \vec{e}_{in} - \vec{e}_{out} = \frac{2GM}{c^2\xi} \vec{e}_\xi.
\]  

(2.13)

If the photon impact parameter is \( \xi = R_\odot \), Eq. 2.13 reduces to

\[
\hat{\alpha} = \frac{2GM}{c^2R_\odot} \approx 0.875\text{"},
\]  

(2.14)

when inserting \( M = M_\odot = 1.989 \times 10^{30} \text{ kg} \) and \( R_\odot = 6.96 \times 10^8 \text{ m} \). Thus, using Newtonian gravity and assuming that photons are light corpuscles, we obtain that a photon grazing the surface of the Sun is deflected by 0.875". We will see shortly that this value is just half of what predicted by Einstein in the framework of his Theory of General Relativity.

## 2.2 Deflection of Light According to General Relativity

### 2.2.1 Fermat Principle and Light Deflection

Light deflection can be calculated by studying geodesic curves starting from the field equations of general relativity. It turns out that light deflection can equivalently be described by Fermat’s principle, as in geometrical optics. This result will be our starting point.

We attempt to treat the deflection of light in a general relativity framework as a refraction problem. We need a refractive index \( n \) because Fermat’s principle says that light will follow the path which makes extremal the travel time,

\[
t_{\text{travel}} = \int \frac{n}{c} dl.
\]  

(2.15)

As in geometrical optics, we thus search for the path, \( \vec{x}(l) \), for which

\[
\delta \int_A^B n(\vec{x}(l)) dl = 0,
\]  

(2.16)

where the starting point \( A \) and the end point \( B \) are kept fixed.
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Deflection in the Perturbed Minkowski’s Space–Time

To find the refractive index, we make a first approximation: we assume that the lens is weak and small compared to the size of the optical system composed of source, lens, and observer. With “weak lens,” we mean a lens whose Newtonian gravitational potential $\Phi$ is much smaller than $c^2$, $\Phi/c^2 \ll 1$. Note that this approximation is valid in virtually all cases of astrophysical interest. Consider, for instance, a galaxy cluster: its gravitational potential is $|\Phi| < 10^{-4}c^2 \ll c^2$. Besides, we also assume that the light deflection occurs in a region small enough that we can neglect the expansion of the universe.

Because of the principle of equivalence, we can choose a locally inertial frame where the space–time is flat and described by the Minkowski’s metric,

$$\eta_{\mu\nu} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix},$$

whose line element is

$$ds^2 = \eta_{\mu\nu} dx^\mu dx^\nu = (dx^0)^2 - (d\vec{x})^2 = c^2 dt^2 - (d\vec{x})^2. \quad (2.17)$$

Now, we consider a weak lens perturbing this metric, such that

$$\eta_{\mu\nu} \rightarrow g_{\mu\nu} = \begin{pmatrix} 1 + \frac{2\Phi}{c^2} & 0 & 0 & 0 \\ 0 & -(1 - \frac{2\Phi}{c^2}) & 0 & 0 \\ 0 & 0 & -(1 - \frac{2\Phi}{c^2}) \\ 0 & 0 & 0 & -(1 - \frac{2\Phi}{c^2}) \end{pmatrix}$$

for which the line element becomes

$$ds^2 = g_{\mu\nu} dx^\mu dx^\nu = \left(1 + \frac{2\Phi}{c^2}\right) c^2 dt^2 - \left(1 - \frac{2\Phi}{c^2}\right) (d\vec{x})^2. \quad (2.18)$$

Example 2.1 (Schwarzschild Metric in the Weak Field Limit). Assuming a spherically symmetric and static potential, the Einstein’s field equations can be solved to obtain the Schwarzschild metric. The line element is written in spherical coordinates as

$$ds^2 = \left(1 - \frac{2GM}{Rc^2}\right) c^2 dt^2 - \left(1 - \frac{2GM}{Rc^2}\right)^{-1} dR^2 - R^2 (\sin^2 \theta d\phi^2 + d\theta^2).$$
To obtain a simpler expression, it is convenient to introduce the new radial coordinate \( r \), defined through

\[
R = r \left(1 + \frac{GM}{2rc^2}\right)^2
\]

and the Cartesian coordinates \( x = r \sin \theta \cos \phi \), \( y = r \sin \theta \sin \phi \), and \( z = r \cos \theta \), so that \( dl^2 = dx^2 + dy^2 + dz^2 \). After some algebra, the metric can then be written in the form

\[
ds^2 = \left(\frac{1 - GM/2rc^2}{1 + GM/2rc^2}\right)^2 c^2 dt^2 - \left(1 + \frac{GM}{2rc^2}\right)^4 (dx^2 + dy^2 + dz^2).
\]

In the weak field limit, \( \Phi/c^2 = -GM/rc^2 \ll 1 \),

\[
\left(\frac{1 - GM/2rc^2}{1 + GM/2rc^2}\right)^2 \approx \left(1 - \frac{GM}{2rc^2}\right)^4
\]

\[
\approx \left(1 - \frac{2GM}{rc^2}\right)
\]

\[
= \left(1 + \frac{2\Phi}{c^2}\right)
\]

and

\[
\left(1 + \frac{GM}{2rc^2}\right)^4 \approx \left(1 + 2\frac{GM}{rc^2}\right)
\]

\[
= \left(1 - \frac{2\Phi}{c^2}\right).
\]

Therefore, the Schwarzschild metric in the weak field limit equals

\[
ds^2 = \left(1 + \frac{2\Phi}{c^2}\right) c^2 dt^2 - \left(1 - \frac{2\Phi}{c^2}\right) dl^2,
\]

thus recovering Eq. 2.18.

**Effective Refractive Index**

Light propagates at zero eigentime, \( ds = 0 \), from which we obtain

\[
\left(1 + \frac{2\Phi}{c^2}\right) c^2 dt^2 = \left(1 - \frac{2\Phi}{c^2}\right) (d\vec{x})^2.
\]
The light speed in the gravitational field is thus

$$c' = \frac{|d\vec{x}|}{dt} = c \sqrt{\frac{1 + \frac{2\Phi}{c^2}}{1 - \frac{2\Phi}{c^2}}} \approx c \left(1 + \frac{2\Phi}{c^2}\right), \quad (2.20)$$

where we have used that $\Phi/c^2 \ll 1$ by assumption. The refractive index is thus

$$n = \frac{c}{c'} = \frac{1}{1 + \frac{2\Phi}{c^2}} \approx 1 - \frac{2\Phi}{c^2}. \quad (2.21)$$

With $\Phi \leq 0$, $n \geq 1$, and the light speed $c'$ is smaller than in absence of the gravitational potential.

**Deflection Angle**

The refractive index $n$ depends on the spatial coordinate $\vec{x}$ and perhaps also on time $t$. Let $\vec{x}(l)$ be a light path. Then, the light travel time is

$$t_{\text{travel}} \propto \int_A^B n[\vec{x}(l)] dl, \quad (2.22)$$

and the light path follows from

$$\delta \int_A^B n[\vec{x}(l)] dl = 0. \quad (2.23)$$

This is a standard variational problem, which leads to the well known Euler equations. In our case we write

$$dl = \left|\frac{d\vec{x}}{d\lambda}\right| d\lambda, \quad (2.24)$$

with a curve parameter $\lambda$ which is yet arbitrary, and find

$$\delta \int_{\lambda_A}^{\lambda_B} d\lambda \cdot n[\vec{x}(\lambda)] \left|\frac{d\vec{x}}{d\lambda}\right| = 0 \quad (2.25)$$

The expression

$$n[\vec{x}(\lambda)] \left|\frac{d\vec{x}}{d\lambda}\right| \equiv L(\dot{x}, \vec{x}, \lambda) \quad (2.26)$$
takes the role of the Lagrangian (assume that $\lambda$ is time), with

\[ \dot{\vec{x}} \equiv \frac{d\vec{x}}{d\lambda} \]  

(2.27)

representing a generalized velocity. Finally, we have

\[ \left| \frac{d\vec{x}}{d\lambda} \right| = |\dot{\vec{x}}| = (\dot{x}^2)^{1/2}. \]  

(2.28)

The Euler equation writes

\[ \frac{d}{d\lambda} \left( \frac{\partial L}{\partial \vec{x}} \right) - \frac{\partial L}{\partial \dot{\vec{x}}} = 0. \]  

(2.29)

Now,

\[ \frac{\partial L}{\partial \vec{x}} = |\dot{\vec{x}}| \frac{\partial}{\partial \vec{x}} = (\vec{\nabla} n) |\dot{\vec{x}}|, \quad \frac{\partial L}{\partial \dot{\vec{x}}} = n \frac{\dot{\vec{x}}}{|\dot{\vec{x}}|}. \]  

(2.30)

Evidently, $\dot{\vec{x}}$ is a tangent vector to the light path, which we can assume to be normalized by a suitable choice for the curve parameter $\lambda$. We thus assume $|\dot{\vec{x}}| = 1$ and write $\vec{e} \equiv \dot{\vec{x}}$ for the unit tangent vector to the light path. Then, we have

\[ \frac{d}{d\lambda} (n\vec{e}) - \vec{\nabla} n = 0, \]  

(2.31)

or

\[ n\dot{\vec{e}} + \vec{e} \cdot [(\vec{\nabla} n) \dot{\vec{x}}] = \vec{\nabla} n, \]

\[ \Rightarrow n\dot{\vec{e}} = \vec{\nabla} n - \vec{e}(\vec{\nabla} n \cdot \vec{e}). \]  

(2.32)
The second term on the right hand side is the derivative along the light path, thus the whole right hand side is the gradient of $n$ perpendicular to the light path. Thus

$$\dot{\vec{e}} = \frac{1}{n} \vec{\nabla}_{\perp} n = \vec{\nabla}_{\perp} \ln n .$$  \hspace{1cm} (2.33)

As $n = 1 - 2\Phi/c^2$ and $\Phi/c^2 \ll 1$, $\ln n \approx -2\Phi/c^2$, and

$$\dot{\vec{e}} \approx -\frac{2}{c^2} \vec{\nabla}_{\perp} \Phi .$$ \hspace{1cm} (2.34)

The total deflection angle of the light path is now the integral over $-\dot{\vec{e}}$ along the light path,

$$\hat{\alpha} = \vec{e}_{in} - \vec{e}_{out} = \frac{2}{c^2} \int_{\lambda_{A}}^{\lambda_{B}} \vec{\nabla}_{\perp} \Phi d\lambda ,$$ \hspace{1cm} (2.35)

or, in other words, the integral over the “pull” of the gravitational potential perpendicular to the light path. Note that $\vec{\nabla} \Phi$ points away from the lens center, so $\hat{\alpha}$ points in the same direction.

**Born Approximation**

As it stands, the equation for $\hat{\alpha}$ is not useful, as we would have to integrate over the actual light path. However, since $\Phi/c^2 \ll 1$, we expect the deflection angle to be small. We can then adopt the *Born approximation*, familiar from scattering theory, and approximate the gravitational potential along the deflected trajectory by the potential along the un-deflected trajectory. This approximation allows us to integrate the gradient over the unperturbed light path, i.e. along $z$ (Fig. 2.2).

![Fig. 2.2](image-url) Using Born approximation, we approximate gravitational potential along the deflected trajectory (solid curved line) by the potential along the un-deflected trajectory (dashed line).
Suppose, therefore, that a light ray starts out into $+\hat{e}_z$-direction and passes a lens at $z = 0$, with impact parameter $\xi$. The deflection angle is then given by

$$\hat{\alpha}(\xi) = \frac{2}{c^2} \int_{-\infty}^{+\infty} \bar{\nabla}_\perp \Phi(\xi, z) \, dz. \quad (2.36)$$

For point mass, $\Phi = -GM\sqrt{\xi^2 + z^2}$, thus,

$$\hat{\alpha}(\xi) = \frac{4GM}{c^2 \xi} \hat{e}_\xi = \frac{4GM}{c^2 \xi^2} \xi. \quad (2.37)$$

This equation differs from Eq. 2.13 just by a factor of 2.

### 2.2.2 Deflection of Light in the Strong Field Limit

For the vast majority of gravitational lenses in the universe, the weak field limit holds. However, compact objects such as neutron stars and black holes can also act as lenses. In these cases, the approximations introduced above break down as photons travel through very strong gravitational fields. In the following, we briefly discuss the deflection angle of a static (i.e. non-rotating) compact lens.

For a general static, stationary, spherically symmetric metric in the form

$$d s^2 = A(R) d\tau^2 - B(R) dR^2 - C(R) (d\theta^2 + \sin^2 \theta d\phi^2) \quad (2.38)$$

the analysis of the geodesic equations leads to the following expression for the deflection angle:

$$\hat{\alpha} = -\pi + \frac{2G}{c^2} \int_{R_m}^{\infty} u \sqrt{\frac{B(R)}{C(R)[C(R)/A(R) - u^2]}} \, dR, \quad (2.39)$$

where $u$ is the impact parameter of the unperturbed photon and $R_m$ is the minimal distance of the deflected photon from the lens (Bozza 2010). It can be shown that

$$u^2 = \frac{C(R_m)}{A(R_m)}. \quad (2.40)$$

Note that, in the case of the Schwarzschild metric, $A(R) = 1 - 2GM/Rc^2$, $B(R) = A(R)^{-1}$, and $C(R) = R^2$.

In the weak field limit ($R \geq R_m \gg 2GM/c^2$, i.e. for impact parameters much larger than the lens Schwarzschild radius), Eq. 2.39 reduces to the well know equation

$$\hat{\alpha} = \frac{4GM}{c^2 u}. \quad (2.41)$$
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The exact solution of Eq. 2.39 in the case of the Schwarzschild metric was calculated by Darwin (1959) to be

\[ \hat{\alpha} = -\pi + 4 \frac{G}{c^2} \sqrt{\frac{R_m}{s}} F(\phi, m), \]  

(2.42)

where \( F(\phi, m) \) is the elliptic integral of the first kind,

\[ F(\phi, m) = \int_0^\phi \frac{d\varphi}{\sqrt{1 - m \sin^2 \varphi}}, \]  

(2.43)

and

\[ s = \sqrt{(R_m - 2M)(R_m + 6M)} \]  

(2.44)

\[ m = (s - R_m + 6M)/2s \]  

(2.45)

\[ \phi = \arcsin \sqrt{2s/(3R_m - 6M + s)}. \]  

(2.46)

Figure 2.3 shows how the deflection angle varies as a function of the photon’s impact parameter. At large distances, Eq. 2.42 is well approximated by the solution in the weak field limit. For small impact parameters, the solutions in the strong and the weak field limit differ significantly. In particular, the deflection angle in Eq. 2.42 diverges for \( u = 3\sqrt{3}GM/c^2 \) (or \( R_m = 3GM/c^2 \)). Before reaching that point, the deflection angle exceeds \( 2\pi \), meaning that the photon loops around the lens before leaving it.

**Fig. 2.3** Deflection angle by a compact lens as a function of the photon impact parameter. Shown are the exact solution of the geodesic equations for a Schwarzschild metric (solid line) and the solution in the weak field approximation (dashed line). The dotted vertical line shows the impact parameter, \( u = 3\sqrt{3}GM/c^2 \), for which the exact solution diverges, indicating that the photon keeps looping around the lens.
2.3 Deflection by an Ensemble of Point Masses

The deflection angle in Eq. 2.37 depends linearly on the mass $M$. This result was obtained by linearizing the equations of general relativity in the weak field limit. Under these circumstances, the superposition principle holds, and we can calculate the deflection angle of an ensemble of lenses as the sum of all contributions by each lens.

Suppose we have a sparse distribution of $N$ point masses on a plane, whose positions and masses are $\vec{\xi}_i$ and $M_i$, $1 \leq i \leq N$. The deflection angle of a light ray crossing the plane at $\vec{\xi}$ will be

$$\hat{\alpha} (\vec{\xi}) = \sum_i \hat{\alpha}_i (\vec{\xi} - \vec{\xi}_i) = \frac{4G}{c^2} \sum_i M_i \frac{\vec{\xi} - \vec{\xi}_i}{|\vec{\xi} - \vec{\xi}_i|^2}. \quad (2.47)$$

The formula above is similar to that used to compute the gravitational force between point masses on the plane. While the force depends on the inverse squared distance, the deflection angle scales as $\xi^{-1}$. In the case of many lenses, the computation of the deflection angle using Eq. 2.47 can become very computationally expensive, as it costs $O(N^2)$. However, as it is usually done to solve numerically $N$-body problems, algorithms employing meshes or hierarchies (such as the so-called tree algorithms (Barnes and Hut 1986)) can significantly reduce the cost of calculations (e.g. to $O(N \log N)$). For some application of these algorithms in the computation of the deflection angles, we refer the reader to the works of Aubert et al. (2007) and Meneghetti et al. (2010).

2.4 Deflection by an Extended Mass Distribution

We now consider more realistic lens models, i.e. three-dimensional distributions of matter. Even in the lensing by galaxy clusters, the lens’s physical size is generally much smaller than the distances between observer, lens, and source. The deflection, therefore, arises along a short section of the light path. For this reason, we can use the thin screen approximation: we can approximate the lens by a planar distribution of matter, the lens plane.

Within this approximation, the lensing matter distribution is fully described by its surface density,

$$\Sigma(\vec{\xi}) = \int \rho(\vec{\xi}, z) \, dz, \quad (2.48)$$

where $\vec{\xi}$ is a two-dimensional vector on the lens plane and $\rho$ is the three-dimensional density.
As long as the thin screen approximation holds, we can obtain the total deflection angle by summing the contributions of all the mass elements $\Sigma(\bar{\xi})d^2\bar{\xi}$:

$$\tilde{\alpha}(\bar{\xi}) = \frac{4G}{c^2} \int \frac{(\bar{\xi} - \bar{\xi}')\Sigma(\bar{\xi}')}{|\bar{\xi} - \bar{\xi}'|^2} d^2\bar{\xi}'. \quad (2.49)$$

This equation shows that the calculation of the deflection angle is formally a convolution of the surface density $\Sigma(\bar{\xi})$ with the kernel function

$$\tilde{K}(\bar{\xi}) \propto \frac{\bar{\xi}}{|\bar{\xi}|^2}. \quad (2.50)$$

This enables the calculation of the deflection angle field in the Fourier space as the product of the Fourier transforms of $\Sigma$ and $K$:

$$\tilde{\alpha}_i(\bar{k}) \propto \tilde{\Sigma}(\bar{k}) \tilde{K}_i(\bar{k}), \quad (2.51)$$

where $\bar{k}$ is the conjugate variable to $\bar{\xi}$ and the tilde denotes the Fourier Transforms. The subscript $i \in [1, 2]$ indicates the two components along the two axes on the lens plane (remember that $\tilde{\alpha}$ is a vector!).

2.5 Python Applications

2.5.1 Light Deflection by a Black-Hole

In our first python application, we write a script to produce Fig. 2.3. A brief python tutorial can be found in Appendix 8.

We need to implement Eqs. 2.40 and 2.42. Then, we compare the resulting deflection angle to that in the weak field limit described by Eq. 2.37.

We start by importing some useful packages:

```python
from scipy import special as sy # need special functions for incomplete \ # elliptic integrals of the first kind
import numpy as np # efficient vector and matrix operations
import matplotlib.pyplot as plt # a MATLAB-like plotting framework
```

We import the module `special` from the package `scipy` in order to compute the elliptic integral of the first kind in Eq. 2.42. See https://docs.scipy.org/doc/scipy/reference/special.html.

Our goal is to produce a graph. We setup the fonts and the character size, and then we import the `matplotlib` library. We will use this library extensively for visualization purposes in this book. In particular, we will often use the MATLAB-like plotting framework provided by `matplotlib.pyplot`:
When it is convenient, we will also adopt an object-oriented programming style, using classes to define objects. For example, we can create a class for black hole objects as follows:

class point_bh:
    def __init__(self, M):
        self.M = M

    # functions defining the metric.
    def A(self, r):
        return(1.0 - 2.0 * self.M / r)

    def B(self, r):
        return((self.A(r))**(-1))

    def C(self, r):
        return(r**2)

    # compute u from rm
    def u(self, r):
        u = np.sqrt(self.C(r) / self.A(r))
        return(u)

    # functions concurring to the deflection angle calculation
    def ss(self, r):
        return(np.sqrt((r - 2.0 * self.M) * (r + 6.0 * self.M)))

    def mm(self, r, s):
        return((s - r + 6.0 * self.M) / (2 * s))

    def phif(self, r, s):
        return(np.arcsin(np.sqrt(2.0 * s / (3.0 * r - 6.0 * self.M + s))))

    # the deflection angle
    def defAngle(self, r):
        s = self.ss(r)
        m = self.mm(r, s)
        phi = self.phif(r, s)
        F = sp.ellipkinc(phi, m)  # using the ellipkinc function
        # from scipy.special
        return(-np.pi + 4.0 * np.sqrt(r / s) * F)
A black-hole object is an instance of the class `point_bh`. The only input parameter required to initialize the object (see the `__init__`) is the black-hole mass. The class contains several methods (or functions), which will be used to compute the black-hole deflection angle. For example, it contains the functions $A(R)$, $B(R)$, and $C(R)$. We use them to convert the minimal distance $R_m$ to $u$. It also contains the functions for computing $s$, $m$, $\varphi$, which depend on the black-hole mass and the minimal distance $R_m$. Finally, the function `defAngle` enables to compute the deflection angle using Eq. 2.42. This function uses the method `elipkinc` from `scipy.special` to compute the incomplete elliptic integral of the first kind, $F(\varphi, m)$. Note that $\varphi$ and $m$ are `numpy` arrays not scalars, i.e. `elipkinc` returns the integral for several values of $(\varphi, m)$ with a single call.

Following the same approach, we build another class which deals with point lenses in the weak field limit, i.e. it implements Eq. 2.37:

```python
class point_mass:
    def __init__(self,M):
        self.M=M
    # the classical formula
    def defAngle(self,u):
        return(4.0*self.M/u)
```

We can now use the two classes above to build two objects, namely a black-hole lens and a point-mass lens. In both cases, the mass of the lens is fixed to $3M_\odot$. For a mass of this size, the Schwarzschild radius is $R_s \sim 9\text{km}$:

```python
bh=point_bh(3.0)
pm=point_mass(3.0)
```

We use the `linspace` method from the package `numpy` to initialize an array of minimal distances $R_m$, which we use to compute $\hat{\alpha}$. We use the function $u(r)$ of `point_bh` to convert $R_m$ into an array of impact parameters $u$:

```python
r=np.linspace(3.0/2.0,10,1000)*2.0/bh.M
u=bh.u(r)/2.0/bh.M
```

The deflection angle as a function of $u$ or $R_m$ can be computed in the cases of the exact solution and in the weak field limit using the method `defAngle` applied to `bh` and `pm`:

```python
a=bh.defAngle(r)
b=pm.defAngle(u*2.0*bh.M)
```

Note that $u$ is in units of the Schwarzschild radius and we assume $G/c^2 = 1$.

For displaying the results, we use the following code:

```python
# initialize figure and axes
# (single plot, 15" by 8" in size)
fig,ax=plt.subplots(1,1,figsize=(15,8))
```
# plot the exact solution in ax
ax.plot(u,a,'-',label='exact solution')
# plot the solution in the weak field limit
ax.plot(u,b,'--',label='weak field limit',color='red')
# set the labels for the x and the y axes
ax.set_xlabel(r'$u$ $[2GM/c^2]$')
ax.set_ylabel(r'$\hat\alpha(u)$ [radians]')
# add the legend
ax.legend()

We also want to show the vertical asymptote at $u_{lim} = 3\sqrt{3}/2$:

# plot a vertical dotted line at u=3\sqrt(3)/2
x=[np.min(u),np.min(u)]
y=[0,10]
ax.plot(x,y,':')

To conclude, we save the figure in a .png file:

# save figure in png format
fig.savefig('bhalpha.png')

### 2.5.2 Light Deflection by an Extended Mass Distribution

In this example, we implement the calculation of the deflection angle field by an extended lens. A two-dimensional map of the lens surface density is provided by the fits file *kappa_2.fits*. The map was obtained by projecting the mass distribution of a dark matter halo obtained from an N-body simulation (Meneghetti et al. 2017). To be precise, this is the surface density divided by a constant which depends on the lens and source redshifts (we will talk about this constant in the next chapter). This quantity is called *convergence*, $\kappa$. In the next chapter, we will show that we can re-write Eq. 2.49 in terms of the convergence as:

$$\vec{\alpha}(\vec{x}) = \frac{1}{\pi} \int \kappa(\vec{x}') \frac{\vec{x} - \vec{x}'}{|\vec{x} - \vec{x}'|^2} d^2x' .$$

As we pointed out in Sect. 2.4, this integral is a convolution. In Fourier Space, it becomes a multiplication:

$$\vec{\tilde{\alpha}}(\vec{k}) = \frac{1}{\pi} \tilde{\kappa}(\vec{k}) \vec{\tilde{K}}(\vec{k}) ,$$

where $\vec{\tilde{\alpha}}(\vec{k})$, $\tilde{\kappa}(\vec{k})$, and $\vec{\tilde{K}}(\vec{k})$ are the Fourier Transforms of the deflection angle, the convergence and the kernel function,

$$\vec{\tilde{K}}(\vec{x}) = \frac{\vec{x}}{|\vec{x}|^2} .$$
We consider a convergence map of \( n_{\text{pix}} \times n_{\text{pix}} \) pixels, i.e. the function to be convolved is sampled at a certain number of positions on a regular grid, where the pixel on the \( m \)-th row and \( n \)-th column is identified with the couple of indices \((m, n)\). We will use Discrete Fourier Transforms (DFTs) to implement the convolution. For example, the DFT of the convergence map is

\[
\tilde{\kappa}_{kl} = \sum_{m=0}^{n_{\text{pix}}-1} \sum_{n=0}^{n_{\text{pix}}-1} \kappa_{mn} \exp \left\{ -2\pi i \left( \frac{km}{n_{\text{pix}}} + \frac{ln}{n_{\text{pix}}} \right) \right\},
\]

with \((k, l) \in (1, \ldots, n_{\text{pix}})\). A common algorithm to compute DFTs is the so-called Fast Fourier Transform (FFT) algorithm (Cooley and Tukey 1965), which is implemented in many python packages. Here, we use the \texttt{numpy.fft} module:

```python
import numpy as np
import numpy.fft as fftengine
```

To deal with lenses described by convergence maps, we define a class called \texttt{deflector}. This class, shown here below, contains some methods that will be described in detail later. They allow to

- build the kernel \( K(\vec{x}) \);
- compute the deflection angle map by convolving the convergence with the kernel;
- perform the so-called zero-padding;
- crop the zero-padded maps.

We initialize a deflector object by reading the fits file containing the lens convergence map. For this purpose, we import the \texttt{astropy.io.fits} module.

```python
import astropy.io.fits as pyfits

class deflector(object):
    
    """initialize the deflector using a surface density (convergence) map
    the boolean variable pad indicates whether zero-padding is used or not
    """
    def __init__(self, filekappa, pad=False):
        kappa, header = pyfits.getdata(filekappa, header=True)
        self.kappa = kappa
        self.nx = kappa.shape[0]
        self.ny = kappa.shape[1]
        self.pad = pad
        if (pad):
            self.kpad()
        self.kx, self.ky = self.kernel()
```
Implement the kernel function $K$

```python
def kernel(self):
    x = np.linspace(-0.5, 0.5, self.kappa.shape[0])
    y = np.linspace(-0.5, 0.5, self.kappa.shape[1])
    kx, ky = np.meshgrid(x, y)
    norm = (kx**2 + ky**2 + 1e-12)
    kx = kx / norm
    ky = ky / norm
    return(kx, ky)
```

Compute the deflection angle maps by convolving the surface density with the kernel function. Note that the returned values will be in pixel units.

```python
def angles(self):
    # FFT of the surface density and of the two components of the kernel
    kappa_ft = fftengine.rfftn(self.kappa, axes=(0, 1))
    kernelx_ft = fftengine.rfftn(self.kx, axes=(0, 1), s=self.kappa.shape)
    kernely_ft = fftengine.rfftn(self.ky, axes=(0, 1), s=self.kappa.shape)

    # perform the convolution in Fourier space and transform the result back in real space. Note that a shift needs to be applied using fftshift
    alphax = 1.0 / np.pi *
    fftengine.fftshift(fftengine.irfftn(kappa_ft * kernelx_ft))
    alphay = 1.0 / np.pi *
    fftengine.fftshift(fftengine.irfftn(kappa_ft * kernely_ft))
    return(alphax, alphay)
```

Returns the surface-density (convergence) of the deflector.

```python
def kmap(self):
    return(self.kappa)
```

Performs zero-padding.

```python
def kpad(self):
    # add zeros around the original array
    def padwithzeros(vector, pad_width, iaxis, kwargs):
        vector[:pad_width[0]] = 0
        vector[-pad_width[1]:] = 0
        return vector
    # use the pad method from numpy.lib to add zeros (padwithzeros)
    # in a frame with thickness self.kappa.shape[0]
```
self.kappa=np.lib.pad(self.kappa, self.kappa.shape[0], padwithzeros)

""
crop the maps to remove zero-padded areas and get back to the original region.
""
def mapCrop(self,mappa):
xmin=np.int(0.5*(self.kappa.shape[0]-self.nx))
ymin=np.int(0.5*(self.kappa.shape[1]-self.ny))
xmax=xmin+self.nx
ymax=ymin+self.ny
mappa=mappa[xmin:xmax,ymin:ymax]
return(mappa)

We begin by building a deflector and using it to compute the deflection angles employing the method angles:

deflector('data/kappa_2.fits')
angx_nopad,angy_nopad=df.angles()
kappa=df.kmap()

The function kmap returns the convergence map read from the fits file as a numpy array. We visualize this map and the maps of the two components of the deflection angles as in Fig. 2.4 using the following instructions:

import matplotlib.pyplot as plt
fig,ax = plt.subplots(1,3,figsize=(16,8))
ax[0].imshow(kappa,origin="lower")
ax[0].set_title('convergence')
ax[1].imshow(angx_nopad,origin="lower")
ax[1].set_title('angle 1')
ax[2].imshow(angy_nopad,origin="lower")
ax[2].set_title('angle 2')

Fig. 2.4 Left panel: the surface density (convergence) map of the lens. Middle and right panels: maps of the two components of the deflection angles
Note that, when creating the instance df of deflector, we did not change the default value of the keyword pad, which is then set to False. Now we explain the usage of this keyword. The computation of the DFTs assumes periodic boundary conditions. In other words, we can imagine that the lens mass distribution is replicated outside the boundaries of the map indefinitely and periodically. Other identical lenses virtually surround the lens, and each of them contributes to the light deflection. Given that the region around the lens considered in this example is relatively small, we expect that the deflection angles will be biased near the borders, where light rays can feel the pull of the mass outside the map. The three panels in Fig. 2.4 show the maps of the convergence and the two components of the deflection angles obtained with this setting.

To mitigate this bias, we can use a method called zero-padding. Zero-padding consists of creating a buffer all around the convergence map, where the convergence is set to zero. By doing so, we increase the size of the original map, but we expect to increase the accuracy of the calculations near the borders, because the periodic conditions are better reproduced in this setting. We activate zero-padding by setting the variable pad=True when initializing the deflector. Then, the function kpad does the job:

\[
\text{ddf} = \text{deflector}('data/kappa_2.fits', \text{pad=True})
\]
\[
\text{angx,angy} = \text{df.angles()}
\]
\[
\text{kappa} = \text{df.kmap()}
\]

In the example shown in Fig. 2.5, we zealously increase the size of the map by a factor of 3 in each dimension. We are not interested in this large, zero-padded area, thus we can get rid of the values outside the footprint of the original convergence map by using the function mapCrop:

\[
\text{angx} = \text{df.mapCrop(angx)}
\]
\[
\text{angy} = \text{df.mapCrop(angy)}
\]

We show the cropped deflection angle maps in the upper panels of Fig. 2.6. For comparison, we also show the maps obtained without zero-padding in the bottom

![Fig. 2.5](image) As in Fig. 2.4 but showing the zero-padded convergence map and the two corresponding maps of the deflection angle components
The upper panels show the same two maps displayed in the middle and right panels of Fig. 2.5, cropped to match the original size of the input convergence map. The bottom panels show the maps obtained without padding, for comparison.

As expected, we see that the maps differ significantly along the borders. It is imperative to perform zero-padding when using the method outlined in this example to calculate the deflection angles.
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In this chapter, we discuss the consequences of light deflection by masses. First of all, we show that the source apparent and intrinsic positions differ. Light deflection also causes that, in particular circumstances, the source can have multiple images. We discuss how gravitational lensing affects the observed image shapes, distorting them, and changing their apparent size. Finally, we show that gravitational lensing delays the arrival of photons emitted by distant sources at the observer detector. All these consequences of light deflection determine the observable effects of gravitational lensing.

### 3.1 Lens Equation

**Intrinsic and Apparent Source Position**

This section seeks a relationship between observed and intrinsic positions of a source in a gravitational lensing event. In the absence of the lens, the light emitted by a distant source reaches an observer, who sees the source at a particular position on the sky, \( \vec{\beta} \) (in angular units). This position is the *intrinsic* position of the source. Instead, when the gravitational lens deflects photons, the observer collects them from a different direction, \( \vec{\theta} \), which corresponds to the *apparent* (or *observed*) image position of the source.

In Fig. 3.1, we sketch a typical gravitational lens system. We place a mass at redshift \( z_L \), corresponding to an angular diameter distance \( D_L \). This lens deflects the light rays coming from a source at redshift \( z_S \) (or angular distance \( D_S \)). At the bottom of the diagram, an observer collects the photons from the distant source. The angular diameter distance between the lens and the source is \( D_{LS} \).
Remark 3.1. The angular diameter distance $D_A$ is defined as the ratio of an object’s physical transverse size to its angular size (in radians). Therefore, we can use it to convert angular separations in the sky to physical separations on the sources’ plane.

This distance does not increase indefinitely with redshift, but it peaks at $z \sim 1$ and then it turns over. Due to the expansion of the universe, the angular diameter distance between $z_1$ and $z_2$ (with $z_2 > z_1$) is not the difference between the two individual angular diameter distances:

$$D_A(z_1, z_2) \neq D_A(z_2) - D_A(z_1)$$  \hspace{1cm} (3.1)

except for those situations where the universe’s expansion can be neglected (i.e. for lenses and sources in our own galaxy). More in-depth discussions can be found in Appendix 9 and in several cosmology books (see e.g. Weinberg 1972).

Thin Screen Approximation

If the physical size of the lens is small compared to the distances $D_L$, $D_{LS}$, and $D_S$, the extension of the lens along the line-of-sight can be neglected in the calculation of the light deflection. We can assume that this occurs on a plane, called the **lens plane**.

Remark 3.2. Given that the source’s apparent position, or image position, originates on this plane, the lens plane is often referred to as the **image plane**.
Similarly, we can assume that all photons emitted by the source originate from the same distance $D_S$, meaning that the source lies on a source plane. The approximation of the lens and the source to planar distributions of mass and light is called thin screen approximation.

**Relating the Intrinsic and Apparent Positions of the Source**

We first define an optical axis, indicated in Fig. 3.1 by the dashed line, perpendicular to the lens and source planes and passing through the observer. Then we measure the angular positions on the lens and the source planes relative to this reference direction.

Consider a source at the intrinsic angular position $\vec{\beta}$, which lies on the source plane at a distance $\vec{\eta} = \vec{\beta}D_S$ from the optical axis. The source emits photons (we may now use the term “light rays”) that impact the lens plane at $\vec{\xi} = \vec{\theta}D_L$, are deflected by the angle $\vec{\hat{\alpha}}$, and finally reach the observer. The amplitude of the deflection is given by Eq. (2.36).

Due to the deflection, the observer receives the light coming from the source as if it was emitted at the apparent angular position $\vec{\theta}$. We have used vectors to identify the source and image positions on the corresponding planes, either in angular and physical units.

If $\vec{\theta}$, $\vec{\beta}$, and $\vec{\hat{\alpha}}$ are small, the true position of the source and its observed position on the sky are related by a very simple relation, which can be readily obtained from the diagram in Fig. 3.1. This relation is called the lens equation and is written as

$$\vec{\theta}D_S = \vec{\beta}D_S + \vec{\hat{\alpha}}D_{LS},$$

(3.2)

where $D_{LS}$ is the angular diameter distance between lens and source.

Defining the reduced deflection angle

$$\vec{\tilde{\alpha}}(\vec{\theta}) \equiv \frac{D_{LS}}{D_S} \vec{\hat{\alpha}}(\vec{\theta}),$$

(3.3)

from Eq. (3.2), we obtain

$$\vec{\beta} = \vec{\theta} - \vec{\tilde{\alpha}}(\vec{\theta}).$$

(3.4)

It is very common and useful to write Eq. (3.4) in dimensionless form. This can be done by defining a length scale $\xi_0$ on the lens plane and a corresponding length scale $\eta_0 = \xi_0D_S/D_L$ on the source plane. Then, we define the dimensionless vectors

$$\vec{x} \equiv \frac{\vec{\xi}}{\xi_0}; \quad \vec{y} \equiv \frac{\vec{\eta}}{\eta_0},$$

(3.5)
as well as the scaled deflection angle

\[ \tilde{\alpha}(x) = \frac{D_L D_{LS}}{\xi_0 D_S} \hat{\alpha}(\xi_0 x). \] (3.6)

Carrying out some substitutions, Eq. (3.4) can finally be written as

\[ y = x - \tilde{\alpha}(x). \] (3.7)

**Solving the Lens Equation**

From Eq. 3.4, it is evident that knowing the source intrinsic position and the lens deflection angle field \( \hat{\alpha}(\theta) \), we can find the positions of the image(s) by solving the lens equation for \( \tilde{\theta} \). As will be discussed later on, we can only achieve this analytically for very simple lens mass distributions. Indeed, the equation is typically highly non-linear. When multiple solutions exist, the source is lensed into *multiple images*.

When observing a lens system, the source’s intrinsic position is unknown, while we can measure the position of its images. Then we can recover the intrinsic source position by assuming a model for the mass distribution of the lens, i.e. by solving the lens equation for \( \tilde{\beta} \). This task is much easier to accomplish because the lens equation is linear in \( \tilde{\beta} \): for each image, there is a unique solution. Thus, if we can identify multiple images of the same source, and the lens mass model is correct, we should find the lens equation’s same solution for all images.

### 3.2 Lensing Potential

An extended distribution of matter is characterized by its *effective lensing potential*, obtained by projecting the three-dimensional Newtonian potential on the lens plane and by properly re-scaling it:

\[ \hat{\Psi}(\tilde{\theta}) = \frac{D_{LS}}{D_L D_S} \frac{2}{c^2} \int \Phi(D_L \tilde{\theta}, z) dz. \] (3.8)

The lensing potential satisfies two important properties:

1. **the gradient of \( \hat{\Psi} \) is the reduced deflection angle**:

   \[ \nabla_{\tilde{\theta}} \hat{\Psi}(\tilde{\theta}) = \tilde{\alpha}(\tilde{\theta}). \] (3.9)
Indeed, by taking the gradient of the lensing potential we obtain

\[ \vec{\nabla}_\theta \hat{\Psi}(\bar{\theta}) = D_L \vec{\nabla}_\perp \hat{\Psi} = \vec{\nabla}_\perp \left( \frac{D_{LS}}{D_S} \frac{2}{c^2} \int \hat{\Phi}(\bar{\theta}, z) dz \right) \]

\[ = \frac{D_{LS}}{D_S} \frac{2}{c^2} \int \vec{\nabla}_\perp \hat{\Phi}(\bar{\theta}, z) dz \]

\[ = \vec{\alpha}(\bar{\theta}). \quad (3.10) \]

Note that, using the dimensionless notation,

\[ \vec{\nabla}_x = \frac{\xi_0}{D_L} \vec{\nabla}_\theta. \quad (3.11) \]

We can see that

\[ \vec{\nabla}_x \hat{\Psi}(\bar{\theta}) = \frac{\xi_0}{D_L} \vec{\nabla}_\theta \hat{\Psi}(\bar{\theta}) = \frac{\xi_0}{D_L} \vec{\alpha}(\bar{\theta}) . \quad (3.12) \]

By multiplying both sides of this equation by \( \frac{D_L^2}{\xi_0^2} \), we obtain

\[ \frac{D_L^2}{\xi_0^2} \vec{\nabla}_x \hat{\Psi} = \frac{D_L}{\xi_0} \vec{\alpha} . \quad (3.13) \]

This allows us to introduce the dimensionless counterpart of \( \hat{\Psi} \):

\[ \hat{\Psi} = \frac{D_L^2}{\xi_0^2} \hat{\Psi} . \quad (3.14) \]

Substituting Eq. 3.14 into Eq. 3.13, we see that

\[ \vec{\nabla}_x \hat{\Psi}(\bar{x}) = \vec{\alpha}(\bar{x}) . \quad (3.15) \]

2. **the Laplacian of \( \hat{\Psi} \) is twice the convergence \( \kappa \):**

\[ \Delta_\theta \hat{\Psi}(\bar{\theta}) = 2\kappa(\bar{\theta}). \quad (3.16) \]
The convergence is defined as a dimensionless surface density

\[ \kappa(\vec{\theta}) = \frac{\Sigma(\vec{\theta})}{\Sigma_{cr}} \text{ with } \Sigma_{cr} = \frac{c^2}{4\pi G D_L D_{LS}} \]  

(3.17)

where \( \Sigma_{cr} \) is called the critical surface density, a quantity which characterizes the lens system and which is a function of the angular diameter distances of lens and source.

Equation 3.16 is derived from the Poisson equation,

\[ \Delta \Phi = 4\pi G \rho \].

(3.18)

The surface-mass density is

\[ \Sigma(\vec{\theta}) = \frac{1}{4\pi G} \int_{-\infty}^{+\infty} \Delta \Phi dz \]

(3.19)

and

\[ \kappa(\vec{\theta}) = \frac{1}{c^2} \frac{D_L D_{LS}}{D_S} \int_{-\infty}^{+\infty} \Delta \Phi dz \].

(3.20)

Let us now introduce a two-dimensional Laplacian

\[ \Delta_{\theta} \equiv \frac{\partial^2}{\partial \theta_1^2} + \frac{\partial^2}{\partial \theta_2^2} = D_L^2 \left( \frac{\partial^2}{\partial \xi_1^2} + \frac{\partial^2}{\partial \xi_2^2} \right) \]

(3.21)

which gives

\[ \Delta \Phi = \frac{1}{D_L^2} \Delta_{\theta} \Phi + \frac{\partial^2 \Phi}{\partial z^2} \].

(3.22)

Inserting Eq. 3.22 into Eq. 3.20, we obtain

\[ \kappa(\vec{\theta}) = \frac{1}{c^2} \frac{D_{LS}}{D_S D_L} \left[ \Delta_{\theta} \int_{-\infty}^{+\infty} \Phi dz + D_L^2 \int_{-\infty}^{+\infty} \frac{\partial^2 \Phi}{\partial z^2} dz \right] \].

(3.23)
If the lens is gravitationally bound, \( \partial \Phi / \partial z = 0 \) at its boundaries and the second term on the right hand side vanishes. From Eqs. 3.8 and 3.14, we find

\[
\kappa(\theta) = \frac{1}{2} \Delta_\theta \dot{\Psi} = \frac{1}{2} \frac{\xi_0^2}{D_L^2} \Delta_\theta \Psi . \tag{3.24}
\]

Since

\[
\Delta_\theta = D_L^2 \Delta_\xi = \frac{D_\perp^2}{\xi_0^2} \Delta_x , \tag{3.25}
\]

using dimensionless quantities, Eq. 3.24 reads

\[
\kappa(\vec{x}) = \frac{1}{2} \Delta_x \Psi(\vec{x}). \tag{3.26}
\]

Integrating Eq. (3.16), the effective lensing potential can be written in terms of the convergence as

\[
\Psi(\vec{x}) = \frac{1}{\pi} \int_{\mathbb{R}^2} \kappa(\vec{x}') \ln |\vec{x} - \vec{x}'| d^2 x', \tag{3.27}
\]

from which we obtain that the scaled deflection angle is

\[
\vec{\alpha}(\vec{x}) = \frac{1}{\pi} \int_{\mathbb{R}^2} d^2 x' \kappa(\vec{x}') \frac{\vec{x} - \vec{x}'}{|\vec{x} - \vec{x}'|} . \tag{3.28}
\]

### 3.3 First Order Lens Mapping

One of the main consequences of gravitational lensing is image distortion. This distortion is particularly evident when the source has an extended size. For example, background galaxies can appear as very long arcs when lensed by galaxy clusters or other galaxies.

The distortion arises because light bundles are deflected differentially. Ideally, we can determine the shape of the images by solving the lens equation for all the extended source points. In particular, if the source is much smaller than the angular scale on which the lens deflection angle field changes, the relation between source and image positions can locally be linearized.

This situation is sketched in Fig. 3.2. Let us consider a point on the lens (or image) plane at position \( \vec{\theta}_0 \), where the deflection angle is \( \vec{\alpha}_0 \). If the deflection angle satisfies the above conditions, at the nearby location \( \vec{\theta} = \vec{\theta}_0 + d\vec{\theta} \), the deflection
Fig. 3.2  Linear mapping between the lens and the source plane, assuming a slowly varying deflection angle

will be

$$\vec{\alpha} \simeq \vec{\alpha}_0 + \frac{d\vec{\alpha}}{d\vec{\theta}}. \quad (3.29)$$

Using the lens equation, the points $\vec{\theta}_0$ and $\vec{\theta}$ are mapped on the points $\vec{\beta}_0$ and $\vec{\beta} = \vec{\beta}_0 + d\vec{\beta}$ onto the source plane. Through this mapping, the vector $(\vec{\beta} - \vec{\beta}_0)$ is given by

$$\begin{align*}
(\vec{\beta} - \vec{\beta}_0) &= \left( I - \frac{d\vec{\alpha}}{d\vec{\theta}} \right) (\vec{\theta} - \vec{\theta}_0).
\end{align*} \quad (3.30)
$$

In other words, the distortion of images can be described by the Jacobian matrix

$$A \equiv \frac{\partial \vec{\beta}}{\partial \vec{\theta}} = \left( \delta_{ij} - \frac{\partial \alpha_i (\vec{\theta})}{\partial \theta_j} \right) = \left( \delta_{ij} - \frac{\partial^2 \hat{\Psi}(\vec{\theta})}{\partial \theta_i \partial \theta_j} \right). \quad (3.31)$$

where $\theta_i$ indicates the $i$-component of $\vec{\theta}$ on the lens plane.

Equation (3.31) shows that we can write the elements of the Jacobian matrix as combinations of the second derivatives of the lensing potential. For brevity, we will use the shorthand notation

$$\frac{\partial^2 \hat{\Psi}(\vec{\theta})}{\partial \theta_i \partial \theta_j} \equiv \hat{\psi}_{ij}. \quad (3.32)$$
We can now split off the isotropic part from the Jacobian, to obtain its trace-less part:

\[
\left( A - \frac{1}{2} \text{tr} A \cdot I \right)_{ij} = \delta_{ij} - \hat{\Psi}_{ij} - \frac{1}{2}(1 - \hat{\Psi}_{11} + 1 - \hat{\Psi}_{22}) \delta_{ij} \\
= -\hat{\Psi}_{ij} + \frac{1}{2}(\hat{\Psi}_{11} + \hat{\Psi}_{22}) \delta_{ij} \\
= \begin{pmatrix}
-\frac{1}{2}(\hat{\Psi}_{11} - \hat{\Psi}_{22}) & -\hat{\Psi}_{12} \\
-\hat{\Psi}_{12} & \frac{1}{2}(\hat{\Psi}_{11} - \hat{\Psi}_{22})
\end{pmatrix}. \tag{3.33}
\]

This allows us to define the shear tensor

\[
\Gamma = \begin{pmatrix}
\gamma_1 & \gamma_2 \\
\gamma_2 & -\gamma_1
\end{pmatrix}, \tag{3.34}
\]

whose components are

\[
\gamma_1 = \frac{1}{2}(\hat{\Psi}_{11} - \hat{\Psi}_{22}) \tag{3.35}
\]

\[
\gamma_2 = \hat{\Psi}_{12} = \hat{\Psi}_{21}. \tag{3.36}
\]

The shear is manifestly a symmetric tensor. It quantifies the projection of the gravitational tidal field (the gradient of the gravitational force), which describes distortions of background sources.

The eigenvalues of the shear tensor are

\[
\pm \sqrt{\gamma_1^2 + \gamma_2^2} = \pm \gamma, \tag{3.37}
\]

where \(\gamma\) is often referred to as the shear modulus. Thus, there exists a rotation \(R(\varphi)\) such that the shear tensor (and therefore the Jacobian) can be written in a diagonal form. We remind that tensors transform as

\[
A \rightarrow A' = R(\varphi)^T A R(\varphi), \tag{3.38}
\]

where \(T\) indicates the transposed matrix. This shows that the shear components transform under rotations as

\[
\gamma_1 \rightarrow \gamma_1' = \gamma_1 \cos(2\varphi) + \gamma_2 \sin(2\varphi) \\
\gamma_2 \rightarrow \gamma_2' = -\gamma_1 \sin(2\varphi) + \gamma_2 \cos(2\varphi). \tag{3.39}
\]
Since the shear components are invariant under rotations by multiples of $\varphi = \pi$, they form a spin-2 tensor. Vectors are invariant by rotations by multiples of $\varphi = 2\pi$, instead. Thus, they have spin 1.

Equations 3.38 and 3.39 give

$$\Gamma' = \begin{pmatrix} \gamma & 0 \\ 0 & -\gamma \end{pmatrix} = R(\varphi)^T \Gamma R(\varphi)$$

$$= R(\varphi)^T \begin{pmatrix} \gamma_1 & \gamma_2 \\ \gamma_2 & -\gamma_1 \end{pmatrix} R(\varphi),$$

(3.40)

and

$$\gamma = \gamma_1 \cos 2\varphi + \gamma_2 \sin 2\varphi$$

$$0 = -\gamma_1 \sin 2\varphi + \gamma_2 \cos 2\varphi.$$  

(3.41)

From these two last equations, it is easy to see that the components of the shear can be written in terms of the angle $\varphi$ as

$$\gamma_1 = \gamma \cos 2\varphi$$

$$\gamma_2 = \gamma \sin 2\varphi.$$  

(3.42)

Thus, we can write the shear tensor as

$$\Gamma = \begin{pmatrix} \gamma_1 & \gamma_2 \\ \gamma_2 & -\gamma_1 \end{pmatrix} = \gamma \begin{pmatrix} \cos 2\varphi & \sin 2\varphi \\ \sin 2\varphi & -\cos 2\varphi \end{pmatrix}.$$  

(3.43)

**Remark 3.3.** The factor 2 in front of the angle $\varphi$ reminds that the shear components are elements of a $2 \times 2$ tensor and not of a vector. Often, in the literature, the shear is indicated as a pseudo-vector, $\vec{\gamma} = (\gamma_1, \gamma_2)$, which can be very misleading.

**Remark 3.4.** The angle $\varphi$ denotes the direction of the eigenvectors of the shear tensor with eigenvalue $\gamma$ with respect to the axis $\theta_1$. Thus, any vector $\vec{v}_\gamma$ on the lens plane which is an eigenvector of $\Gamma$ with eigenvalue $\gamma$ is mapped onto a parallel vector $\vec{v}'_\gamma = \gamma \vec{v}_\gamma$ on the source plane. Vice versa, a vector $\vec{v}'_\gamma$ on the source plane parallel to $\vec{v}_\gamma$ is mapped via the inverse transformation $\Gamma^{-1}$ onto the vector $\vec{v}_\gamma = \gamma^{-1} \vec{v}'_\gamma$.

Similarly, a vector $\vec{u}_\gamma$ on the lens plane perpendicular to $\vec{v}_\gamma$ is an eigenvector of $\Gamma$ with eigenvalue $-\gamma$. It is mapped via the shear tensor onto the vector $\vec{u}'_\gamma = -\gamma \vec{u}_\gamma$ on the source plane. Obviously, the inverse mapping is given by $\vec{u}_\gamma = -\gamma^{-1} \vec{u}'_\gamma$. 
The remainder of the Jacobian is

\[
\left( \frac{1}{2} \text{tr} A \cdot I \right)_{ij} = \left[ 1 - \frac{1}{2} ( \hat{\Psi} \cdot \hat{\Psi} ) \right] \delta_{ij} \quad (3.44)
\]

\[
= \left( 1 - \frac{1}{2} \Delta \hat{\Psi} \right) \delta_{ij} = (1 - \kappa) \delta_{ij} . \quad (3.45)
\]

Thus, we can write the Jacobian matrix in terms of the convergence and of the shear as

\[
A = \begin{pmatrix}
1 - \kappa - \gamma_1 & -\gamma_2 \\
-\gamma_2 & 1 - \kappa + \gamma_1
\end{pmatrix}
\]

\[
= (1 - \kappa) \begin{pmatrix}
1 & 0 \\
0 & 1
\end{pmatrix} - \gamma \begin{pmatrix}
\cos 2\varphi & \sin 2\varphi \\
\sin 2\varphi & -\cos 2\varphi
\end{pmatrix} . \quad (3.46)
\]

The last equation explains the meaning of both convergence and shear. The convergence describes an isotropic transformation, i.e. the images are only re-scaled by a constant factor \(1/(1 - \kappa)\) in all directions. On the other hand, the shear stretches the source’s intrinsic shape along a particular direction, corresponding to the angle \(\varphi\), shrinking it in the perpendicular direction.

### 3.3.1 First Order Lensing of a Circular Source

The eigenvalues of the Jacobian matrix are

\[
\lambda_t = 1 - \kappa - \gamma \\
\lambda_r = 1 - \kappa + \gamma . \quad (3.47, 3.48)
\]

Let us consider the reference frame where the Jacobian is diagonal (i.e. rotated by the angle \(\varphi\), with the \(\theta_1\) axis pointing in the same direction of the eigenvectors of \(\Gamma\) with eigenvalue \(\gamma\)). Then,

\[
A = \begin{pmatrix}
1 - \kappa - \gamma & 0 \\
0 & 1 - \kappa + \gamma
\end{pmatrix} . \quad (3.49)
\]

Consider a circular source, centered in \(\vec{\beta}_0\) and with radius \(r\). Then, the points \((\vec{\beta} - \vec{\beta}_0) = (\beta_1 - \beta_{0,1}, \beta_2 - \beta_{0,2})\) on its contour satisfy the equation \( (\beta_1 - \beta_{0,1})^2 + (\beta_2 - \beta_{0,2})^2 = r^2 \). The source center \(\vec{\beta}_0\) corresponds to the center of the image \(\theta_0\).
Fig. 3.3  Distortion effects due to convergence and shear on a circular source

via the lens equation. Let us assume $\vec{\beta}_0 = \vec{\theta}_0 = (0, 0)$. Then, the components $\beta_i$ of $\vec{\beta}$ can be written as

$$\beta_i \simeq \sum_j A_{ij} \theta_j = \sum_j \frac{\partial \beta_i}{\partial \theta_j} \theta_j ,$$  \hspace{1cm} (3.50)

where $\theta_j$ are the components of $\vec{\theta}$ and $(i, j) \in (1, 2)$.

Using Eq. 3.49, we obtain that the points on the image contour satisfy the equation

$$r^2 = \beta_1^2 + \beta_2^2 = (1 - \kappa - \gamma)^2 \theta_1^2 + (1 - \kappa + \gamma)^2 \theta_2^2 ,$$  \hspace{1cm} (3.51)

which is the equation of an ellipse on the lens plane. Thus, a circular source is mapped onto an ellipse, when $\kappa$ and $\gamma$ are both non-zero, as shown in Fig. 3.3. This result holds in all cases when the first order lensing approximation applies, i.e. if the source’s size is small enough compared to the typical length scale over which the lens deflection field varies significantly.

The semi-major and -minor axes of the ellipse are

$$a = \frac{r}{1 - \kappa - \gamma} , \quad b = \frac{r}{1 - \kappa + \gamma} .$$  \hspace{1cm} (3.52)

The ellipticity is given by

$$\epsilon = \frac{a - b}{a + b} = \frac{\gamma}{1 - \kappa} ,$$  \hspace{1cm} (3.53)

1This is equivalent to shift the reference frames on the source and on the lens planes such that the origins coincide with the source and the image positions.
3.3 First Order Lens Mapping

a result that will be very important when we will discuss the weak lensing regime in Chaps. 6 and 7. Obviously, the ellipse reduces to a circle if $\gamma = 0$. The quantity

$$g = \frac{\gamma}{1 - \kappa}$$

is called reduced shear.

As said in the previous section, in an arbitrary reference frame, the ellipse will have its axes aligned with the shear tensor’s eigenvectors. Note that:

- if $\gamma_1 > 0$ and $\gamma_2=0$, then the major axis of the ellipse will be along the $\theta_1$ axis;
- if $\gamma_1 = 0$ and $\gamma_2>0$, then the major axis of the ellipse will form an angle $\pi/4$ with the $\theta_1$ axis;
- if $\gamma_1 < 0$ and $\gamma_2=0$, then the major axis of the ellipse will be perpendicular to the $\theta_1$ axis;
- if $\gamma_1 = 0$ and $\gamma_2<0$, then the major axis of the ellipse will form an angle $3\pi/4$ with the $\theta_1$ axis.

Figure 3.4 shows the ellipse orientation for different values of the two shear components.

![Figure 3.4](image)
3.4 Magnification

An important consequence of the lensing distortion is magnification. Through the lens equation, the solid angle element $\delta \beta^2$ (or equivalently the surface element $\delta \eta^2$ or $\delta y^2$) is mapped onto the solid angle $\delta \theta^2$ (or on the surface element $\delta \xi^2$ or $\delta x^2$). Because of the Liouville theorem, in the absence of photons’ emission and absorption, the source surface brightness is conserved despite light deflection. Thus, the change of the solid angle under which the source is observed implies that the flux received is magnified (or demagnified).

Given Eq. (3.31), the magnification is given by the inverse of the determinant of the Jacobian matrix. For this reason, the matrix $M = A^{-1}$ is called the magnification tensor. We therefore define

$$\mu \equiv \det M = \frac{1}{\det A} = \frac{1}{(1 - \kappa)^2 - \gamma^2}. \quad \tag{3.55}$$

The eigenvalues of the magnification tensor (or the inverse of the eigenvalues of the Jacobian matrix) measure the amplification in the direction of the eigenvectors of the shear tensor. For an axially symmetric lens, these are tangentially and radially oriented with respect to the lens iso-surface density contours. Thus, the quantities

$$\mu_t = \frac{1}{\lambda_t} = \frac{1}{1 - \kappa - \gamma} \quad \tag{3.56}$$

$$\mu_r = \frac{1}{\lambda_r} = \frac{1}{1 - \kappa + \gamma} \quad \tag{3.57}$$

are often called the tangential and radial magnification factors.

The magnification is ideally infinite where $\lambda_t = 0$ and $\lambda_r = 0$. These two conditions define two curves in the lens plane, called the tangential and the radial critical lines.

3.5 Lensing to the Second Order

We extend now the lens equation 3.50 including second order terms and we discuss how a circular source is distorted. Then, the points on its contour have coordinates

$$\beta_i \simeq \sum_j \frac{\partial \beta_i}{\partial \theta_j} \theta_j + \frac{1}{2} \sum_j \sum_k \frac{\partial^2 \beta_i}{\partial \theta_j \partial \theta_k} \theta_j \theta_k. \quad \tag{3.58}$$

We can see that the second order term can be described using the tensor

$$D_{ijk} = \frac{\partial^2 \beta_i}{\partial \theta_j \partial \theta_k} = \frac{\partial^2 A_{ij}}{\partial \theta_k}. \quad \tag{3.59}$$
Introducing this tensor, Eq. 3.58 reads

$$\beta_i \simeq \sum_j A_{ij} \theta_j + \frac{1}{2} \sum_j \sum_k D_{ijk} \theta_j \theta_k.$$  

(3.60)

By simple algebra, we can show that

$$D_{ij1} = \begin{pmatrix} -2\gamma_{1,1} - \gamma_{2,2} & -\gamma_{2,1} \\ -\gamma_{2,1} & -\gamma_{2,2} \end{pmatrix},$$

(3.61)

and

$$D_{ij2} = \begin{pmatrix} -\gamma_{2,1} & -\gamma_{2,2} \\ -\gamma_{2,2} & 2\gamma_{1,2} - \gamma_{2,1} \end{pmatrix}.$$  

(3.62)

Thus, second order lensing effects can be expressed in terms of the derivatives of the shear (or in terms of the third derivatives of the potential).

### 3.5.1 Complex Notation

It is quite useful to use complex notation to map vectors or pseudo-vectors on the complex plane. In this case, we can also use complex differential operators to write down some relations between the lensing quantities concisely.

In complex notation, any vector or pseudo-vector $\vec{v} = (v_1, v_2)$ is written as

$$v = v_1 + iv_2.$$  

(3.63)

Similarly we can define the complex deflection angle $\alpha = \alpha_1 + i\alpha_2$ and the complex shear $\gamma = \gamma_1 + i\gamma_2$.

It is also possible to define some complex differential operators, namely

$$\partial = \partial_1 + i \partial_2,$$

(3.64)

and

$$\partial^\dagger = \partial_1 - i \partial_2.$$  

(3.65)

Using this formalism, we can easily see that

$$\partial \hat{\Psi} = \partial_1 \hat{\Psi} + i \partial_2 \hat{\Psi} = \alpha_1 + i \alpha_2 = \alpha.$$  

(3.66)
Moreover

\[ \partial^\dagger \partial = \partial_1^2 + \partial_2^2 = \Delta . \]  

(3.67)

Thus,

\[ \partial^\dagger \partial \hat{\Psi} = \Delta \hat{\Psi} = 2\kappa . \]  

(3.68)

Note that while \( \hat{\Psi} \) is a spin-0 scalar field, the application of the \( \partial \) operator gives the deflection angle, i.e. a spin-1 vector field. On the contrary, the \( \partial^\dagger \) operator applied to the deflection field provides another spin-0 scalar field (the convergence). Therefore, the \( \partial \) and \( \partial^\dagger \) operators are spin raising and lowering operators.

By applying twice the raising operator, we obtain

\[ \frac{1}{2} \partial \partial \hat{\Psi} = \frac{1}{2} \partial \alpha = \gamma : \]  

(3.69)

the shear field is indeed a spin-2 tensor field, which is invariant for rotations by angles that are multiples of \( \pi \).

Note also that

\[ \partial^{-1} \partial^\dagger \gamma = \frac{1}{2} \partial^{-1} \partial^\dagger \partial \partial \hat{\Psi} = \partial^\dagger \partial \hat{\Psi} = \kappa . \]  

(3.70)

We can use the raising and lowering operators to define

\[ F = \frac{1}{2} \partial \partial^\dagger \partial \hat{\Psi} = \partial \kappa \]  

(3.71)

\[ G = \frac{1}{2} \partial \partial \partial \hat{\Psi} = \partial \gamma . \]  

(3.72)

After some math, it can be shown that

\[ F = F_1 + i F_2 = (\gamma_{1,1} + \gamma_{2,2}) + i(\gamma_{2,1} - \gamma_{1,2}) \]  

(3.73)

and

\[ G = G_1 + i G_2 = (\gamma_{1,1} - \gamma_{2,2}) + i(\gamma_{2,1} + \gamma_{1,2}) . \]  

(3.74)

The quantities \( F \) and \( G \) are called first and second flexion, respectively (Goldberg and Natarajan 2002). It is easy to show that \( D_{ijk} \) can be written in terms of \( F \) and \( G \). Thus, they describe second order distortions of the images of lensed sources. Note that \( F \) is a spin-1 vector field. Indeed, it is

\[ \vec{F} = \vec{\nabla} \kappa . \]  

(3.75)
Fig. 3.5 First and second order distortions on the image of a circular source. The unlensed source is shown in the top left panel. The convergence simply changes the size (second-left upper panel). While the shear deforms the image such that it becomes elliptical (third and fourth panels on the upper row), the first and the second flexion introduce curvature and other distortions (panels on the bottom).

Thus, it describes transformations that are invariant under rotations by angles that are multiples of $2\pi$. For this reason, $F$ stretches the images along one particular direction, introducing asymmetries in their shape. On the contrary, $G$ is a spin-3 tensor field. The transformations described by $G$ are invariant under rotations by angles that are multiples of $2\pi/3$. This is manifested in the “triangular” pattern in the image shapes, as shown in Fig. 3.5.

### 3.6 Time Delay Surface

#### 3.6.1 Gravitational and Geometrical Time Delays

The deflection of light rays causes a delay in the travel-time of light between the source and the observer. This time delay has two components:

$$ t = t_{\text{grav}} + t_{\text{geom}}. $$

The first one is the gravitational time delay, also known as the Shapiro delay (Shapiro 1964). We can derive it by comparing the time required for light to travel through space–time with and without a perturbing gravitational potential, by assuming same trajectories.
Let \( n = 1 - 2\Phi/c^2 \) be the effective refractive index. We have that

\[
\text{\( t_{\text{grav}} = \int \frac{dz}{c} - \int \frac{dz}{c} = \frac{1}{c} \int (n - 1)dz = -\frac{2}{c^3} \int \Phi dz. \)}
\] (3.77)

Using the definition of the lensing potential, this can be written as

\[
\text{\( t_{\text{grav}} = -\frac{D_L D_S}{D_{LS}} \frac{1}{c} \hat{\Psi}. \)}
\] (3.78)

The second term in the time delay is called \text{geometrical} and is due to the different path length of the deflected light rays compared to the unperturbed ones. This time delay is proportional to the squared angular separation between the source’s intrinsic position and the location of its image. This result can be derived from the metric, but it can be estimated also through a simple geometrical construction, shown in Fig. 3.6. The dashed line shows the path of a light-ray emitted by the source \( S \), being deflected by an angle \( \hat{\alpha} \), and reaching the observer at \( O \). This light path should be compared to the solid line connecting \( S \) and \( O \), which represents the path that the light would follow in absence of the lens. One can trace two circles centered on \( S \) and \( O \), which are tangent at the point \( H \) along the line \( SO \). The extra-path of the light in presence of the lens is given by

\[
\Delta l \approx \xi \hat{c}.
\] (3.79)
using the notation in the figure. On the other hand, since the triangles $SHK$ and $OHK'$ are isosceles, it can be easily shown that the following relations hold

$$
\hat{d} = \pi - \hat{\alpha},
$$

$$
\hat{a} + \hat{b} + \hat{c} = \pi,
$$

$$
\hat{a} + \hat{b} = \hat{c} + \hat{d}.
$$

(3.80)

Thus, the angle $\hat{c}$ can be written in terms of the deflection angle $\hat{\alpha}$ as

$$
\hat{c} = \frac{\hat{\alpha}}{2}.
$$

(3.81)

Inserting this result in Eq. 3.79, we obtain

$$
\Delta l \approx \xi \frac{\hat{\alpha}}{2} = (\bar{\theta} - \bar{\beta}) \frac{D_L D_S \hat{\alpha}}{D_{LS}} = \frac{1}{2} (\bar{\theta} - \bar{\beta})^2 \frac{D_L D_S}{D_{LS}},
$$

(3.82)

and the corresponding geometrical time delay is

$$
t_{\text{geom}} = \frac{\Delta l}{c}.
$$

(3.83)

Both the gravitational and the geometrical time delays occur at the lens position, thus they need to be multiplied by a factor $(1 + z_L)$ for accounting for the expansion of the universe. Then, the total time delay introduced by gravitational lensing at the position $\bar{\theta}$ on the lens plane is

$$
\tau (\bar{\theta}) = \frac{(1 + z_L) D_L D_S}{c} \left[ \frac{1}{2} (\bar{\theta} - \bar{\beta})^2 - \hat{\Psi}(\bar{\theta}) \right]
$$

$$
= \frac{D_{\Delta t}}{c} \tau (\bar{\theta}).
$$

(3.84)

The quantities

$$
D_{\Delta t} = (1 + z_L) \frac{D_S D_L}{D_{LS}}
$$

(3.85)

and

$$
\tau (\bar{\theta}) = \frac{1}{2} (\bar{\theta} - \bar{\beta})^2 - \hat{\Psi}(\bar{\theta}),
$$

(3.86)

are often called time delay distance and Fermat potential, respectively.

---

2The dimensionless form of the time delay can be obtained by multiplying and dividing by the factor $(\xi_0 / D_L)^2$.
3.6.2 Multiple Images and Magnification

Through the effective lensing potential, the lens equation can be written as

\[
(\bar{\theta} - \bar{\beta}) - \nabla \hat{\Psi}(\bar{\theta}) = \nabla \left[ \frac{1}{2}(\bar{\theta} - \bar{\beta})^2 - \hat{\Psi}(\bar{\theta}) \right] = 0.
\]  

(3.87)

Equations (3.84) and (3.87) imply that images satisfy the Fermat Principle, \( \nabla t(\bar{\theta}) = 0 \). Images therefore are located at the stationary points of the time delay surface given by Eq. (3.84). The elements of the Hessian matrix of this surface are

\[
T_{ij} = \frac{\partial^2 t(\bar{\theta})}{\partial \theta_i \partial \theta_j} \propto (\delta_{ij} - \hat{\Psi}_{ij}) = A_{ij}. 
\]

(3.88)

Given that the Hessian matrix of the time delay surface is proportional to the lensing Jacobian and that the magnification \( \mu = \det A^{-1} \), it becomes clear that the curvature of the time delay surface at the image position is inversely proportional to the image magnification. In particular, a flat time delay surface implies infinite magnification, while a large curvature means that the magnification is small.

We can also measure the curvature along a specific direction on the time delay surface. This measurement will provide a way to quantify the image distortions. Therefore, the shape of the time delay surface near the stationary points will also provide hints on the images’ shape.

We can distinguish between three types of images:

1. type I images arise at the minima of the time delay surface, where the eigenvalues of the Hessian matrix are both positive, hence \( \det A > 0 \) and \( \text{tr} A > 0 \). Therefore, they have positive magnifications;
2. type II images arise at the saddle points of the time delay surface, where eigenvalues have opposite signs. Since \( \det A < 0 \), they have negative magnifications;
3. finally, type III images arise at the maxima of the time delay surface. Here, the eigenvalues are both negative, hence \( \det A > 0 \) and \( \text{tr} A < 0 \). These images, therefore, have positive magnification.

Remark 3.5. Note that a negative magnification does not mean that the image is demagnified. The magnification’s absolute value accounts for how much larger is the solid angle subtended by the image compared to the unlensed source. Thus, the image is demagnified if \( |\mu| < 1 \). Instead, the magnification sign is related to the parity of the image. The parity determines the orientation of the image relative to the unlensed source.
3.6.3 Examples

Equation 3.84 shows that we obtain the time delay surface by summing the two-dimensional function \( \propto (\vec{\theta} - \vec{\beta})^2 \), which is a paraboloid with a minimum at the position of the source, and the surface given by \( S(\vec{\theta}) = -\hat{\Psi}(\vec{\theta}) \). The lensing potential of a centrally concentrated lens has a minimum at the lens center. Thus, because of the negative sign, \( S(\vec{\theta}) \) has a maximum at the lens center, regardless of the source’s position. For simplicity, we choose the reference frame, \((\theta_1, \theta_2)\) such that the lens center is at \((0, 0)\), and we study how the shape of the time delay surface changes as a function of the position of the source, \( \vec{\beta} \).

Axially Symmetric Lenses: One-Dimensional Case

We begin with an axially symmetric lens. Let us forget for the moment that the \( t(\vec{\theta}) \) is a surface and consider the azimuthal cut of the surface along an arbitrary direction passing through the center of the lens and the position of the source. As an example, we consider a lensing potential whose radial profile is

\[
\hat{\Psi}(\theta) \propto \frac{1}{\sqrt{\theta^2 + \theta_c^2}}. \tag{3.89}
\]

As we will see in Chap. 5, this potential is that of a cored isothermal lens. The core radius \( \theta_c \) prevents the potential from diverging for \( \theta \to 0 \).

Figure 3.7 shows the geometrical and the gravitational components of the time delay and their combination for a few positions of the source relative to the lens, given by the vertical dashed lines. Given that \( \beta \) is the parameter defining the shape of the time delay surface, we use the notation \( t(\theta, \beta) \equiv t(\theta, \beta) \). For \( \beta = 0 \) (upper left panel), the time delay function \( t(\theta, 0) \) has a local maximum at \( \theta_0 = 0 \), and two minima on both sides of the origin, \( \theta_- \) and \( \theta_+ \) (of course, in this one-dimensional example there are no saddle points). Thus, the source at \( \beta = 0 \) has three images, forming at \( \theta_0, \theta_- \), and \( \theta_+ \), with \( \theta_- = -\theta_+ \).

We shift the source along the positive \( \theta \) axis, and we notice that the symmetry of the time delay function breaks. In the upper-right panel, the maximum position is on the negative \( \theta \) axis, \( \theta_0 < 0 \). One of the two minima, \( \theta_+ \), moves away from the origin, following the source (i.e. along the positive \( \theta \) axis), while the other moves toward the maximum. Note also that the difference between the time delays of the images \( \theta_0 \) and \( \theta_- \), \( t(\theta_0, \beta) - t(\theta_-, \beta) \), is smaller than in the previous case \( (\beta = 0) \), and that \( t(\theta_+, \beta) < t(\theta_+, 0) \).

We focus now on the curvature of \( t(\theta, \beta) \). Clearly, moving the source along the positive \( \theta \) axis, \( t(\theta, \beta) \) flattens off in between \( \theta_- \) and \( \theta_0 \). This flattening implies an increasing magnification along the direction connecting the two images. Therefore, these will be stretched toward each other.

Moving the source further away from the lens, we will reach the situation where the two images \( \theta_0 \) and \( \theta_- \) will merge. At that point, the function \( t(\theta, \beta) \) will only have one minimum, corresponding to the image \( \theta_+ \). The source will no longer have
multiple images (bottom left panel). As $\beta_- \to \infty$, the image at $\theta_+$ will follow the source at $\beta$ (bottom right panel).

It is interesting to see how the results are affected by the shape of the lensing potential profile. The examples in Fig. 3.8 show the results obtained by setting the core radius to $\theta_c = 0$ (left four panels) and by using a potential in the form

$$\hat{\Psi} \propto \ln |\theta| . \quad (3.90)$$

This potential is that of the point-mass lens (right panels).

In both cases, the central singularity’s presence makes the function $t(\theta, \beta)$ noncontinuously deformable. Consequently, for every choice of $\beta$, the central image
Fig. 3.8 One-dimensional time delay functions for singular isothermal (left panels) and point-mass (right panels) potentials. Each panel corresponds to a different position of the source relative to the lens (dashed line). The two components of the time delay are shown separately and then combined. The positions of the images are indicated by stars.
\[ \theta_0 \] is a point of infinite curvature of the time delay surface. For this image, the magnification will be \[ \mu = 0 \]. Note that there are always two minima on opposite sides of the lens in the case of the point-mass lens. However, as \( \beta \to \infty \), the curvature at \( t(\theta_-, \beta) \) becomes increasingly higher, meaning that the image is increasingly demagnified.

**Axially Symmetric Lenses: Two-Dimensional Case**

The correct representation of the time delay is through a surface, not a one-dimensional function. In Fig. 3.9, we show the two-dimensional analog of Fig. 3.7, where the time delay surfaces correspond to several positions of the source along the \( \theta_1 \) axis (i.e. \( \beta_2 = 0 \)). We also show the projection of the surfaces on the \((\theta_1, \theta_2)\) planes and the sections of the surfaces along the \( \theta_1 \) axis \((\theta_2 = 0)\).

*Fig. 3.9* Time delay surfaces for the same lens used in Fig. 3.7. Different panels correspond to different positions of the source relative to the lens. The surfaces are projected onto the plane \((\theta_1, \theta_2)\) on the bottom of each panel. The blue curves on the vertical plane behind the surfaces show the sections of the surfaces along the \( \theta_1 \) axis at \( \theta_2 = 0 \).
The upper left panel shows the time delay surface $t(\vec{\theta}, 0)$. In this two-dimensional representation, we see that the minima $\vec{\theta}_-\text{ and } \vec{\theta}_+$ are part of a ring due to the lens’s symmetry properties. We will see later that this ring is called Einstein ring. The central image, $\vec{\theta}_0$, still coincides with the center of the lens. Thus a point-source perfectly aligned with this axially symmetric (circular) lens is imaged into a point at the lens center and a ring surrounding the lens.

Along the ring, the curvature of the time delay surface is zero, meaning that the magnification diverges. This condition is met on the lens critical lines. More precisely, the Einstein ring corresponds to the tangential critical line of the lens. The ring is the image of a source at $\vec{\beta} = (0, 0)$. Thus, this point on the source plane is the lens tangential caustic.

Shifting the source relative to the lens breaks the symmetry of the time delay surface. In the upper-right panel of Fig. 3.9, we notice that the image at $\vec{\theta}_-$ is not a minimum, but a saddle point. As the source moves away from the lens, the saddle and the maximum points approach each other. The curvature of $t(\vec{\theta}, \vec{\beta})$ between these two stationary points becomes increasingly smaller in the radial direction. When the two images coincide, the time delay surface is radially flat (bottom left panel): the images $\vec{\theta}_-$ and $\vec{\theta}_0$ merge on another critical line: the radial critical line. The corresponding source position $\vec{\beta} = \vec{\beta}_{rad}$ marks the radial caustic position on the source plane. Due to the lens’s symmetry, the radial caustic of an axially symmetric lens is a circle with radius $\beta_{rad}$.

For large distances between the lens and the source, only the image $\vec{\theta}_+$ exists, which corresponds to the minimum of the time delay surface.

As discussed earlier, adopting singular potentials, the time delay surface becomes noncontinuously deformable. As a consequence, there are no configurations where the time delay surface can become radially flat. Thus, these lenses do not have a radial critical line. In the case of the singular isothermal lens ($\theta_c = 0$), there is a particular distance of the source from the lens center, $\beta_{cut}$, for which $\vec{\theta}_- = 0$. This condition defines a circle on the source plane. This pseudo-caustic is called cut. The lens produces two images only if the source lays within the cut. Otherwise, there is only one image.

**Elliptical Potentials**

While axially symmetric lenses can produce up to three multiple images, depending on the relative position of the source relative to the lens, elliptical lenses behave differently. We can introduce ellipticity in the potentials considered in any of the previous examples by making the substitution

$$|\theta| \rightarrow \sqrt{\frac{\theta_1^2}{1 - \epsilon} + \theta_2^2(1 - \epsilon)}.$$  \hspace{1cm} (3.91)

The resulting lens has elliptical iso-potential contours with major axes oriented along the $\theta_2$ axis.
Remark 3.6. Lenses with elliptical potentials are not elliptical lenses. Indeed, their convergence maps do not have elliptical iso-contours. Instead, these contours typically have dumbbell shapes. Introducing large ellipticity in the potential can even lead to nonphysical negative convergence. The lenses with elliptical potentials are pseudo-elliptical.

When combined with the paraboloid describing the usual geometrical time delay, the resulting surface can have up to five stationary points, depending on the potential radial profile and the relative positions of lens and source.

The examples displayed in Figs. 3.10 and 3.11 illustrate the case of a lens with cored isothermal potential and ellipticity $\epsilon = 0.4$. The upper panels of Fig. 3.10 show the maps of the lensing potential before and after introducing the ellipticity. The left and the right bottom panels show the lens critical lines and caustics.

**Fig. 3.10** Pseudo-elliptical lens. Upper panels: the lensing potential before and after adding an ellipticity $\epsilon = 0.4$. Bottom panels: critical lines (left) and caustics (right). The blue dots mark the positions of the sources used to generate the time delay surfaces shown in Fig. 3.11
Fig. 3.11  Time delay surfaces for a pseudo-elliptical lens with cored isothermal profile. Different panels correspond to different positions of the source relative to the lens. The surfaces are projected onto the plane \((\theta_1, \theta_2)\) on the bottom of each panel. The blue curves on the vertical plane behind the surfaces show the sections of the surfaces along the \(\theta_1\) axis at \(\theta_2 = 0\).
respectively. Figure 3.11 displays the time delay surfaces corresponding to the source positions marked by the blue dots in the bottom left panel of Fig. 3.10. In panel (1), the source is at $\vec{\beta} = 0$. Such a source has five multiple images: one maximum at the lens center, two minima along the $\theta_1$ axis, and two saddle points along the $\theta_2$ axis. Both the minima and saddle points are equidistant from the lens center. This image configuration is called Einstein cross.

In panel (2), we move the source along the positive $\theta_1$ axis. One of the two minima moves in the same direction, while the maximum moves opposite the source. The saddle points also move opposite to the source approaching the maximum and the minimum. Eventually, for even larger separations between the lens and the source, the saddle points, the maximum, and the minimum merge, producing an image that is both radially and tangentially magnified. When this happens, the source is close to both the radial and the tangential caustics.

Panels (3) and (4) show the case of a source moving along the positive $\theta_2$ axis instead. Two minima and one saddle point move in the same direction. The maximum and the other saddle point approach each other along the negative $\theta_2$ axis. Because the time delay surface is flat between these two images, they are radially magnified. When the source crosses the radial caustic, they merge and disappear, as in panel (3). Moving the source farther, also the two minima and the remaining saddle point merge, forming a very elongated, tangentially magnified image. Such configurations, shown in panel (4), occur when the source is in the caustic cusp’s proximity. The most extensive gravitational arcs form in this way.

Finally, in panels (5) and (6), we move the source along the diagonal of the $(\theta_1, \theta_2)$ plane. As the source departs from the lens center, one of the minima follows the source. The other minimum and one of the saddle points approach each other. The maximum and the other saddle point merge, forming a radially elongated image opposite the source relative to the lens (panel 5). Again, this occurs when the source is on the radial caustic. Moving it farther, as in panel (6), we see that also one of the minima and the remaining saddle point merge, forming a tangentially elongated image when the source is on the tangential caustic.

### 3.6.4 General Considerations

Here are some other important properties of the continuously deformable time delay surface:

- The height difference at different images of the surface $t(\vec{\theta})$ gives the difference in arrival time between these images. This time delay can be measured if the source is variable and provides one way of potentially measuring the Hubble constant, as we will discuss in Chap. 6;
- In the absence of the lens, the time delay surface is a paraboloid which has a single extremum (a minimum); additional extrema have to come in pairs, thus the total number of images must be odd (as we showed earlier by continuously deforming the time delay surface);
when two additional images form, they must be a maximum and a saddle point; in between them, the curvature changes from negative to positive. Thus it is zero between them. Remember that $\det A = 0$ is the condition for having a critical point, where the magnification is (formally) infinite. The critical lines thus separate multiple image pairs; these pairs merge and disappear (as discussed above) at the critical lines. In other words, the critical lines separate regions of different image multiplicities.

3.7 Python Applications

3.7.1 Implementing a Ray-Tracing Algorithm

In this example, we implement a simple ray-tracing algorithm. We use the lens equation to propagate a bundle of light rays from the observer position to the source plane through a regular grid covering the lens plane. For each ray passing at the position $\vec{x}_{ij}$, we evaluate the deflection angle $\vec{\alpha}(\vec{x}_{ij})$ and compute the arrival position on the source plane as

$$\vec{y}_{ij} = \vec{x}_{ij} - \vec{\alpha}(\vec{x}_{ij}).$$  \hspace{1cm} (3.92)

This example builds on the deflection angles derived in Sect. 2.5.2, for a numerically simulated dark matter halo. In this case, the lens is at redshift $z_L = 0.5$, and the source plane is at $z_S = 9$. The deflection angles are stored in the arrays $\text{angx}$ and $\text{angy}$ and the maps contain $512 \times 512$ pixels. We start by creating a mesh on the lens plane using the `numpy.meshgrid` method. Suppose coordinates along the $x_1$ and $x_2$ axes are represented by the $n_{pix}$-dimensional arrays $|x_1_i|$ and $|x_2_j|$, with $i, j \in [1, n_{pix}]$ (so that $n_{pix} = 512$ is the number of grid points along one axis on the mesh). We create the mesh as follows:

```python
npix=len(angx.shape[0])
x1=np.linspace(0.0,1.0,npj)*npix-1) # define x1 coordinates
x2=np.linspace(0.0,1.0,npj)*(npix-1) # define x2 coordinates
x1_,x2_=np.meshgrid(x1,x2) # lens plane mesh
```

This code generates two numpy arrays, $x1_-$ and $x2_-$, with size $n_{pix} \times n_{pix}$. In the first, the values on the $i-$th column will be equal to $x_1^i$; in the second, the values on the $j-$th row will be equal to $x_2^j$.

We may now implement the lens equation for the two components along $x_1$ and $x_2$:

```python
y1=x1_-angx
y2=x2_-angy
```

The resulting arrays $y1$ and $y2$ have size $n_{pix} \times n_{pix}$. In order to improve the visualization of the results, we down-sample the maps by tracing a lower number of
rays through the lens plane. More precisely, we reduce the number of grid points on the lens plane mesh by a factor \( \text{ndown}=16 \) along the two axes, \( x_1 \) and \( x_2 \):

\[
\text{ndown}=16 \\
x_1=\text{np.linspace}(0.0,1.0,\text{npix/ndown})*(\text{npix}-1) \quad \# \text{down-sampled } x_1,x_2 \text{ coordinates} \\
x_2=\text{np.linspace}(0.0,1.0,\text{npix/ndown})*(\text{npix}-1) \quad \# \\
x_1_,x_2_=\text{np.meshgrid}(x_1,x_2) \quad \# \text{downsampled grid}
\]

Using the \text{map-coordinate} method of \texttt{scipy.ndimage}, we interpolate the maps \( \text{angx} \) and \( \text{angy} \) to calculate the deflection angles on the down-sampled ray grid:

\[
\# \text{now we interpolate the defl. angle maps at (x1_,x2_)}
\]

\[
\text{from scipy.ndimage import map_coordinates} \\
\# \text{first, we need to reshape x1_ and y1_}: \\
x=\text{np.reshape(x1_,x1_.size)} \\
y=\text{np.reshape(x2_,x2_.size)} \\
\# \text{then we interpolate}: \\
\text{angx_=map_coordinates(angx,[[y],[x]],order=1)} \\
\text{angy_=map_coordinates(angy,[[y],[x]],order=1)} \\
\# \text{now we reshape the angles back to a mesh} \\
\text{angx_=angx_.reshape((npix/ndown,npix/ndown))} \\
\text{angy_=angy_.reshape((npix/ndown,npix/ndown))}
\]

Finally, we use the lens equation to calculate the ray positions on the source plane:

\[
y_1=x_1-_\text{angx} \\
y_2=x_2-_\text{angy}
\]

The result of this calculation is shown in Fig. 3.12. In the left panel, we show the regular ray grid on the lens plane. In the right panel, we show the arrival positions of the light rays on the source plane. We can see that the grid on the source plane is no longer regular, but significantly distorted. The source plane is “crunched,” particularly near the center of the lens plane, where many rays converge. This is a manifestation of the lensing magnification. Indeed, a small area on the source plane corresponds to a larger area on the lens plane.

### 3.7.2 Derivation of the Lensing Potential

Deriving the lensing potential from the lens convergence map requires to solve the Poisson equation in two dimensions (Eqs. 3.26 and 3.27). We can do this numerically by employing Fast Fourier Transform.

The Fourier transform of the Laplace operator is

\[
\tilde{\Delta}(\tilde{k}) = -4\pi^2k^2,
\] (3.93)
where $k^2 = k_1^2 + k_2^2$. Therefore, in Fourier space, the Poisson equation reads

$$-4\pi^2 k^2 \tilde{\Psi}(\vec{k}) = 2\tilde{\kappa}(\vec{k}) ,$$

and the Fourier transform of the lensing potential is

$$\tilde{\Psi}(\vec{k}) = -\frac{\tilde{\kappa}(\vec{k})}{2\pi^2 k^2} .$$

As shown in Sect. 2.5.2, the numerical calculation of the Discrete Fourier Transforms (DFTs) can be done using the Fast Fourier Transform algorithms implemented in the `numpy.fft` module. We add the following function to the class `deflector` introduced in Sect. 2.5.2:

```python
def potential(self):
    # define an array of wave numbers (two components k1,k2)
    k = np.array(np.meshgrid(fftengine.fftfreq(self.kappa.shape[0]),fftengine.fftfreq(self.kappa.shape[1])))

    # Compute Laplace operator in Fourier space
    kk = k[0]**2 + k[1]**2
    kk[0,0] = 1.0
    FFT of the convergence
    kappa_ft = fftengine.rfftn(kappa)
    # compute the FT of the potential
    kappa_ft *= -1.0 / (kk * (2.0*np.pi)**2)
    kappa_ft[0,0] = 0.0
    potential=fftengine.irfftn(kappa_ft)
    return potential
```
Then, we use it to compute the lensing potential of the lens in Fig. 2.6:

```python
pot = df.potential()  # compute the potential
```

It is important to use zero-padding to avoid unwanted boundary effects.

We show the maps of the convergence and the lensing potential for the lens considered in Fig. 3.13. The potential is much smoother than the convergence. This difference reflects the fact that the convergence is obtained from the second derivatives of the potential.

### 3.7.3 Lensing Maps

Once the potential is known, it is easy to compute maps of many other lenses’ properties. For example, the gradient of $\hat{\Psi}$ is the deflection angle. Thus, we can implement a method to compute $\vec{\alpha}$, which is an alternative to that discussed in Sect. 2.5.2.

We use the `numpy.gradient` method to calculate the gradient using finite-differences on the grids. The maps of the deflection angle components $\alpha_1$ and $\alpha_2$ are obtained as follows:

```python
a2, a1 = np.gradient(pot)
```

Note that, because of the axis convention in python, the derivatives of $\hat{\Psi}$ along the second dimension is given first. We do not display the maps, as they are analogous to those shown e.g. in Fig. 2.6.

By computing further gradients of these maps, we obtain the second derivatives of the potential. By combining them, we can compute the convergence (which is...
already known, as it was the input to derive the potential) and the shear components. The python implementation of Eq. 3.36 is as follows:

```python
# First we compute the second derivatives of pot
psi12,psi11=np.gradient(a1)
psi22,psi21=np.gradient(a2)
# Then we combine them to form the first and the second component of
# the shear tensor
gamma1=0.5*(psi11-psi22)
gamma2=psi12
```

In Fig. 3.14, we show the maps both $\gamma_1$ and $\gamma_2$.

As discussed in Sect. 3.3.1, the shear introduces an an-isotropic distortion of the images. For example, a circular source is mapped onto an elliptical image (in the case of a slowly varying deflection angle). The direction of the axes of the ellipse is given by the angle $\phi$ in Eq. 3.43, which can be computed using the `arctan2` function:

```python
phi=np.arctan2(gamma2,gamma1)/2.0
```

Note that we have to divide by 2 in order to account for the fact that $\gamma$ is a spin-2 tensor. It is interesting to display the direction into which the shear distorts images and compare it to lens mass distribution. Figure 3.15 shows the direction of the shear using sticks overlaid to the lens convergence. The code to produce the figure is

```python
pixel_step=gamma_1.shape[1]/32+1
x,y = np.meshgrid(np.arange(0,gamma_1.shape[1],pixel_step),
                  np.arange(0,gamma_1.shape[0],pixel_step))
fig,ax=plt.subplots(1,1,figsize=(10,10))
ax.imshow(ka,origin='lower',vmax=3)
ax[1].imshow(kappa,origin='lower',vmax=3)
```
Fig. 3.15  Shear direction overlaid to the convergence map of the same lens used in Sect. 2.5.2

# showing only the orientation of the shear. This will create two sticks
# departing from the point where the shear is evaluated (x,y) and directed
# in opposite directions
ax[1].quiver(y,x,np.cos(phi[x,y]),np.sin(phi[x,y]),
    headwidth=0,units="height",scale=x.shape[0],color="white")
ax[1].quiver(y,x,-np.cos(phi[x,y]),-np.sin(phi[x,y]),
    headwidth=0,units="height",scale=x.shape[0],color="white")

From the maps of the shear, we can derive the maps of the flexions F and G. Each of these quantities has two components, corresponding to the real and to imaginary parts of the complex quantities in Eqs. 3.73 and 3.74:

```
gamma12, gamma11 = np.gradient(gamma_1)
gamma22, gamma21 = np.gradient(gamma_2)
F1, F2 = gamma11 + gamma22, gamma21 - gamma12
G1, G2 = gamma11 - gamma22, gamma21 + gamma12
```
We show their maps in Fig. 3.16. These maps show some interesting features:

- the features in the flexion F maps have dipole symmetry, as expected for a spin-1 field;
- the features in the flexion G maps have triangular symmetry, showing the spin-3 nature of this field, which is invariant under rotations by $2\pi/3$ radians;
- in both the cases of the flexion F and G, the signal from the small-scale structures in the convergence map is amplified, because the flexion is obtained via third-order derivatives of the lensing potential.
3.7.4 Critical Lines and Caustics

There are several methods to identify the points belonging to the critical lines. A simple way to visualize them is drawing the zero-level contours in the maps of \( \lambda_t \) and \( \lambda_r \). For example, to visualize the critical lines of the lens in the previous examples, we can do as follows:

```python
from matplotlib.colors import SymLogNorm

gamma = np.sqrt(gamma_1**2 + gamma_2**2)
lambdat = 1.0 - kappa - gamma
lambdar = 1.0 - kappa + gamma
detA = lambdat * lambdar

fig, ax = plt.subplots(1, 3, figsize=(28, 8))
ax[0].imshow(lambdat, origin='lower')
ax[0].contour(lambdat, levels=[0.0])
ax[0].set_title('$\lambda_t$', fontsize=25)
ax[1].imshow(lambdar, origin='lower')
ax[1].contour(lambdar, levels=[0.0])
ax[1].set_title('$\lambda_r$', fontsize=25)
ax[2].imshow(detA, origin='lower', norm=SymLogNorm(0.3))
ax[2].contour(detA, levels=[0.0])
ax[2].set_title('$\det A$', fontsize=25)
```

We display the results in Fig. 3.17. The left and the central panels show the maps of \( \lambda_t \) and \( \lambda_r \), respectively. In the right panel, we show the map of \( \det A \). In all panels, we also show the maps’ zero-level contours, i.e. the critical lines. In the left and the central panels, the tangential and the radial critical lines are shown separately, while in the right panel, they are displayed simultaneously. Note that these are the critical lines for a specific source redshift. The convergence map used to compute the lensing potential is calculated for \( z_{s,norm} = 9 \). To obtain the critical lines for

![Fig. 3.17](image.png)

*Fig. 3.17* The left and the central panel show the maps of the eigenvalues of the lensing Jacobian with overlaid their zero-level contours, i.e. the critical lines. Instead, the right panel shows the map of \( \det A \), i.e. the product of the two previous maps.
3.7 Python Applications

Fig. 3.18  Tangential (left) and radial (right) critical lines of the lens for different source redshift

different source redshift $z_s$, we need to re-scale both $\kappa$ and $\gamma$ by the distance ratio

$$
\Xi = \frac{D_{S,norm}}{D_{LS,norm}} \frac{D_{LS}(z_s)}{D_S(z_s)},
$$

(3.96)

where the distances $D_{S,norm}$ and $D_{LS,norm}$ are computed for $z_s = z_{s,norm}$. The code below repeats this operation for 20 equally spaced redshift between $z_l$ and $z_s = 10$. The corresponding critical lines are shown in Fig. 3.18. To compute the distances, we have to assume a cosmological model. We use the astropy.cosmology module and import a pre-defined flat $\Lambda$CDM cosmological model with density parameter $\Omega_M = 0.3$ and $\Omega_\Lambda = 0.7$. We assume the Hubble parameter to be $H_0 = 70$ km/s/Mpc. The angular diameter distances are computed using the angular_diameter_distance and the angular_diameter_distance_z1z2 methods.

```python
from astropy.cosmology import FlatLambdaCDM

zl=0.5
zs_norm=9.0
zs=np.linspace(zl,10.0,20)
dl=cosmo.angular_diameter_distance(zl)
ds=cosmo.angular_diameter_distance(zs)
dls=[]
for i in range(ds.size):
    dls.append(cosmo.angular_diameter_distance_z1z2(zl,zs[i]).value)

dsnorm=cosmo.angular_diameter_distance(zs_norm)
dls_norm=cosmo.angular_diameter_distance_z1z2(zl,zs_norm)
```
The General Lens

```python
fig, ax = plt.subplots(1, 2, figsize=(16, 8))
ax[0].imshow(lambdat, origin='lower')
ax[1].imshow(lambdar, origin='lower')
for i in range(ds.size):
    kappa_new = kappa * ds_norm.value / dls_norm.value * dls[i] / ds[i].value
    gamma_new = gamma * ds_norm.value / dls_norm.value * dls[i] / ds[i].value
    lambdat_new = (1.0 - kappa_new - gamma_new)
    lambdar_new = (1.0 - kappa_new + gamma_new)
    ax[0].contour(lambdat_new, levels=[0.0])
    ax[1].contour(lambdar_new, levels=[0.0])
ax[0].contour(lambdat, levels=[0.0], colors="yellow", linewidths=2)
ax[1].contour(lambdar, levels=[0.0], colors="magenta", linewidths=2)
```

The caustics are the “sources” of the critical lines. In other words, if $\vec{\theta}_c$ is a point on the critical lines, then

$$\vec{\beta}_c = \vec{\theta}_c - \vec{\alpha}(\vec{\theta}_c)$$  \hspace{1cm} (3.97)

is the corresponding point on the caustics.

To derive the caustics, we need first to extract the critical points from the contours described above. Then, we measure the deflection angles at the position of the critical points, by interpolating them on the maps of the deflection angles computed earlier. We use again the `map_coordinates` method from the `scipy.ndimage` module. In the following, we work in pixel units:

```python
fig, ax = plt.subplots(1, 2, figsize=(18, 8))
# first, we extract the level-0 contours of the map of detA
cs = ax[0].contour(detA, levels=[0.0])
# then, we take the path of each closed contour
contour = cs.collections[0]
p = contour.get_paths()  # p contains the paths of each individual critical line
sizes = np.empty(len(p), dtype=int)

from scipy.ndimage import map_coordinates

# if we find any critical line, then we process it
if (sizes.size > 0):
    for j in range(len(p)):
        vs = contour.get_paths()[j].vertices
        sizes[j] = len(vs)
x1 = []
x2 = []
```
for i in range(len(vs)):
    xx1, xx2 = vs[i]
    x1.append(float(xx1))
    x2.append(float(xx2))
# these are the points we want to map back on the source plane.
# To do that we need to evaluate the deflection angle at their
# positions using scipy.ndimage.interpolation.map_coordinates
# we perform a bi-linear interpolation
a_1 = map_coordinates(a1, [[x2], [x1]], order=1)
a_2 = map_coordinates(a2, [[x2], [x1]], order=1)

# now we use the lens equation to
# obtain the caustics:
y1 = x1 - a_1[0]
y2 = x2 - a_2[0]

# plot the results!
ax[0].plot(x1, x2, '-')
ax[1].plot(y1, y2, '-')

ax[1].set_xlim([0, 2048])
ax[1].set_ylim([0, 2048])

The left and right panels in Fig. 3.19 show the lens critical lines and the caustics, respectively. We compare the shape of the caustics to the pattern visible in the right panel of Fig. 3.12. Performing ray-tracing, we found that starting from a regular grid of ray positions on the lens plane, we end up with an irregular grid on the source plane, which also covers a smaller area of the sky due to magnification. We can easily see that the arrival positions of light rays on the source plane cluster around the lens’s caustics.

![Critical lines and caustics](image)

**Fig. 3.19** Critical lines (left panel) and caustics (right panel) for $z_s = 9$. We indicate the corresponding pairs of critical lines and caustics with the same colors.
3.7.5 Shear and Flexion

In this example, we use Eq. 3.58 to build an application to visualize the lensing distortions due to shear and flexion.

As shown in Sect. 3.5, the elements of the tensor $D$, $D_{ij}$, are expressed as third derivatives of the lensing potential. These in turn can be written in terms of the flexions $F$ and $G$. After some math, we find that

$$D_{111} = -2\gamma_{11} - \gamma_{22} = -\frac{1}{2}(3F_1 + G_1)$$
$$D_{211} = D_{121} = D_{112} = -\gamma_{21} = -\frac{1}{2}(F_2 + G_2)$$
$$D_{122} = D_{212} = D_{221} = -\gamma_{22} = -\frac{1}{2}(F_1 - G_1)$$
$$D_{222} = 2\gamma_{12} - \gamma_{21} = -\frac{1}{2}(3F_2 - G_2).$$

From Eq. 3.60, we find that the two components of $\vec{\beta}$ are

$$\beta_1 = A_{11}\theta_1 + A_{12}\theta_2 + \frac{1}{2}D_{111}\theta_1^2 + D_{121}\theta_1\theta_2 + \frac{1}{2}D_{122}\theta_2^2$$
$$\beta_2 = A_{21}\theta_1 + A_{22}\theta_2 + \frac{1}{2}D_{211}\theta_1^2 + D_{212}\theta_1\theta_2 + \frac{1}{2}D_{222}\theta_2^2. \quad (3.99)$$

We consider a circular source centered at $\vec{\beta}_0 = (0, 0)$. We assign to this source a surface brightness profile. For this exercise, we can choose a generic Sérsic profile (Sérsic 1963) given by

$$I_s(\beta) \propto \exp\left[-b_n\left[(\beta/r_e)^{1/n} - 1\right]\right].$$

The shape parameter $b_n$ is given by the approximated formula (Capaccioli et al. 1989)

$$b_n = 1.992n - 0.3271,$$

which is valid for $0.5 < n < 10$. The parameter $r_e$ is the effective radius of the source and $n$ is the Sérsic index.

Since the surface brightness is conserved, we can relate the observed and the intrinsic surface brightnesses, $I(\vec{\theta})$ and $I_s(\vec{\beta})$, using the lens equation:

$$I(\vec{\theta}) = I_s(\vec{\beta}).$$

Thus, we can straightforwardly reconstruct the source image on the lens plane through ray-tracing. First, we cover the lens plane with a grid of $N \times N$ pixels. The
pixel centers define the ray positions, $\tilde{\theta}_{ij}$. We compute the corresponding positions on the source plane using Eq. 3.99. Finally, we assign the surface brightness $I_s(\tilde{\beta}_{ij})$ to the pixel centered on $\theta_{ij}$.

Note that in Eq. 3.58 both the image and the source are centered on $(0, 0)$. The image shift $\tilde{\theta}_0 = \tilde{\beta}_0 + \tilde{\alpha}(\tilde{\theta}_0) = \tilde{\alpha}(\tilde{\theta}_0)$ was subtracted for convenience.

We start by implementing a class for Sérisc circular sources. To initialize an instance of this class, we use the parameters $n$ and $r_e$. These parameters are passed to the initialization function as a dictionary element (kwargs). Besides, we also specify the size, side, and the number of pixels, N, of the output image:

```python
# import the usual packages: NumPy and matplotlib
import numpy as np
import matplotlib.pyplot as plt
class sersic(object):
    def __init__(self, side, N, **kwargs):
        
            Initialize the sersic image
            read input parameters from dictionary.
            if not present in keywords, use some default values
            
        if ('n' in kwargs):
            self.n=kwargs['n']
        else:
            self.n=4

        if ('re' in kwargs):
            self.re=kwargs['re']
        else:
            self.re=50.0

        # number of pixels and field of view:
        self.N=N
        self.side=float(side)

        # define the pixel coordinates on a
        # regular grid using meshgrid
        pc=np.linspace(-side/2.,side/2.,self.N)
        self.x1,self.x2 = np.meshgrid(pc,pc)
        # unlensed image
        self.unlensed = self.brightness(self.x1,self.x2)

    def brightness(self,y1,y2):
        
            Implement the Sersic brightness profile
            
        r = np.sqrt(y1**2+y2**2)
        bn = 1.992*self.n - 0.3271
        return (np.exp(-bn*((r/self.re)**(1.0/self.n)-1.0)))
```
The class includes a method, called `brightness`, to calculate the surface brightness at arbitrary positions, using Eq. 3.100. We remind that the source position has coordinates \((0, 0)\). In the initialization function, we call this function to compute the unlensed brightness distribution at coordinates \((x_1, x_2)\) on a regular grid. We store the result in the array `self.unlensed`.

We implement Eq. 3.99 in the function `lens` here below:

```python
def lens(self, **kwargs_lens):
    # read the input parameters from kwargs
    if ('kappa' in kwargs_lens):
        self.kappa = kwargs_lens['kappa']
    else:
        self.kappa = 0.0

    if ('gamma1' in kwargs_lens):
        self.gamma1 = kwargs_lens['gamma1']
    else:
        self.gamma1 = 0.0

    if ('gamma2' in kwargs_lens):
        self.gamma2 = kwargs_lens['gamma2']
    else:
        self.gamma2 = 0.0

    if ('g1' in kwargs_lens):
        self.g1 = kwargs_lens['g1']
    else:
        self.g1 = 0.0

    if ('g2' in kwargs_lens):
        self.g2 = kwargs_lens['g2']
    else:
        self.g2 = 0.0

    if ('f1' in kwargs_lens):
        self.f1 = kwargs_lens['f1']
    else:
        self.f1 = 0.0

    if ('f2' in kwargs_lens):
        self.f2 = kwargs_lens['f2']
    else:
        self.f2 = 0.0

    # compute elements of the Jacobian matrix
    a11 = 1.0 - self.kappa - self.gamma1
    a22 = 1.0 - self.kappa + self.gamma1
    a12 = -self.gamma2

    # compute elements of tensor D
    a111 = -0.5 * (self.g1 + 3.0 * self.f1)
    a222 = -0.5 * (3.0 * self.f2 - self.g2)
    a112 = -0.5 * (self.f2 + self.g2)
```
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\[ a_{21} = -0.5 \times (self.f1 - self.g1) \]

# lens equation to second order to obtain
# the source plane coordinates \((y_1, y_2)\)
\[
y_1 = a_{11} \times self.x1 + a_{12} \times self.x2 + 0.5 \times a_{111} \times self.x1^2 + a_{112} \times self.x1 \times self.x2 + 0.5 \times a_{221} \times self.x2^2
\]
\[
y_2 = a_{22} \times self.x2 + a_{12} \times self.x1 + 0.5 \times a_{222} \times self.x2^2 + a_{221} \times self.x1 \times self.x2 + 0.5 \times a_{112} \times self.x1^2
\]

# compute the surface brightness at positions \((y_1, y_2)\)
self.lensed = self.brightness(y1, y2)

The lens parameters \(\gamma_1, \gamma_2, F_1, F_2, G_1, \) and \(G_2\) are stored in the dictionary `kwargs_lens` and passed to the function `tt lens`. Thus, to produce a lensed image of a circular source with \(n = 4\) and \(r_e = 4\), including the effects of convergence, shear, and flexion, we can do as follows:

```python
kwargs = {'n': 4, 're': 4.0, 'q': 1., 'pa': 0.0}
se = sersic(side=5.0, N=250, **kwargs)
kwargs_lens = {'kappa': 0.2, 'gamma1': 0.2, 'gamma2': 0.1, '
'f1': 0.3, 'f2': 0.1,'g1': 0.5,'g2': -0.2}
se.lens(**kwargs_lens)
```

The resulting images have 250 × 250 pixels and cover a field-of-view of 5 × 5 arcsec. We can access them as follows:

```python
unlensed_image = se.unlensed
lensed_image = se.lensed
```

Using these lines of code, we produced Fig. 3.5.

### 3.7.6 Full Ray-Tracing Simulation and Time Delay Surface

We can extend the procedure outlined above for lensing a circular source with Sérsic profile to include distortions due to higher-order terms in expanding the deflection field. By design, all these terms are included in a full ray-tracing simulation employing the algorithm discussed in Sect. 3.7.1.

We start by importing some useful packages:

```python
# import numpy and matplotlib
import numpy as np
import matplotlib.pyplot as plt

# import map_coordinates from scipy
from scipy.ndimage import map_coordinates

# import fits from astropy
import astropy.io.fits as pyfits
```
We define a class `gen_lens` for general lenses, which includes functions that can be applied to any kind of lenses. This class plays the role of the parent class. Then, we use inheritance to use these functions with classes describing specific lenses. These classes are child classes of `gen_lens`. The initialization function of the parent class is empty. It contains only one instruction to set the logic variable `pot_exist=False`, meaning that the parent class itself has no potential defined yet:

```python
class gen_lens(object):
    
    # the lens does not have a potential yet
    def __init__(self):
        self.pot_exists=False
```

The functions to derive convergence, shear, and Jacobian determinant (inverse magnification) from the derivatives of the deflection angles are part of the generic lens class, because they can work with any potential:

```python
# convergence
def convergence(self):
    if (self.pot_exists):
        kappa=0.5*(self.a11+self.a22)
    else:
        print("The lens potential is not initialized yet")
    return(kappa)

# shear
def shear(self):
    if (self.pot_exists):
        g1=0.5*(self.a11-self.a22)
        g2=self.a12
    else:
        print("The lens potential is not initialized yet")
    return(g1,g2)

# determinant of the Jacobian matrix
def detA(self):
    if (self.pot_exists):
        deta=(1.0-self.a11)*(1.0-self.a22)-self.a12*self.a21
    else:
        print("The lens potential is not initialized yet")
    return(deta)
```

# critical lines overlaid to the map of detA, returns a set of
# contour objects
def crit_lines(self, ax=None, show=True):
    if (ax==None):
        print ("specify the axes to display the critical lines")
    else:
        deta=self.detA()
        # ax.imshow(deta, origin='lower')
        cs=ax.contour(deta, levels=[0.0], colors='white', alpha=0.0)
        if show==False:
            ax.clear()
    return(cs)

# plot of the critical lines in the axes ax
def clines(self, ax=None, color='red', alpha=1.0, lt='--',
          no=self.pixel):
    cs=self.crit_lines(ax=ax, show=False)
    contour=cs.collections[0]
    p=contour.get_paths()
    sizesvs=np.empty(len(p), dtype=int)
    no=width
    # if we found any contour, then we proceed
    if (sizesvs.size > 0):
        for j in range(len(p)):
            # for each path, we create two vectors containing
            # the x1 and x2 coordinates of the vertices
            vs = contour.get_paths()[j].vertices
            sizesvs[j]=len(vs)
            x1=[]
            x2=[]
            for i in range(len(vs)):
                xx1,xx2=vs[i]
                x1.append(float(xx1))
                x2.append(float(xx2))

                # plot the results!
                ax.plot((np.array(x1)-self.npix/2.)*no,
                        (np.array(x2)-self.npix/2.)*no,lt,color=color,
                        alpha=alpha)

# plot of the caustics in the axes ax
def caustics(self, ax=None, alpha=1.0, color='red', lt='--',
            no=self.pixel):
    cs=self.crit_lines(ax=ax, show=True)
    contour=cs.collections[0]
    p=contour.get_paths()  # p contains the paths of each individual
    # critical line
    sizesvs=np.empty(len(p), dtype=int)
    no=width
    # if we found any contour, then we proceed
    if (sizesvs.size > 0):
        for j in range(len(p)):
            # for each path, we create two vectors containing
# the x1 and x2 coordinates of the vertices
vs = contour.get_paths()[j].vertices
sizevs[j]=len(vs)
x1=[]
x2=[]
for i in range(len(vs)):
    xx1,xx2=vs[i]
    x1.append(float(xx1))
    x2.append(float(xx2))

    a_1=map_coordinates(self.a1, [[x2],[x1]],order=1)
    a_2=map_coordinates(self.a2, [[x2],[x1]],order=1)

# now we can make the mapping using the lens equation:
no=self.pixel
y1=(x1-a_1[0]-self.npix/2.)*no
y2=(x2-a_2[0]-self.npix/2.)*no

# plot the results!
ax.plot(y1,y2,lt,color=color,alpha=alpha)

Note that we discussed all the functions included in the generic lens class in the previous examples.

We now add the functions to compute the time delay surface using Eq. 3.84:

```python
# geometrical time delay
def t_geom_surf(self, beta=None):
    x = np.arange(0, self.npix, 1, float)*self.pixel
    y = x[:,np.newaxis]
    if beta is None:
        x0 = y0 = self.npix / 2*self.pixel
    else:
        x0 = beta[0]+self.npix/2*self.pixel
        y0 = beta[1]+self.npix/2*self.pixel

    return 0.5*((x-x0)*(x-x0)+(y-y0)*(y-y0))

# gravitational time delay:
def t_grav_surf(self):
    return -self.pot

# total time delay
def t_delay_surf(self,beta=None):
    t_grav=self.t_grav_surf()
    t_geom=self.t_geom_surf(beta)
    td=(t_grav+t_geom)
    return(t_grav+t_geom)
```
For convenience, we also add a function to display map contour levels:

```python
# display the time delay contours
def show_contours(self,surf0,ax=None,minx=-25,miny=-25,
cmap=plt.get_cmap('Paired'),
linewidth=1,fontsize=20,nlevels=40,levmax=100,
offz=0.0):
    if ax==None:
        print ("specify the axes to display the contours")
    else:
        minx=minx
        maxx=-minx
        miny=miny
        maxy=-miny
        surf=surf0-np.min(surf0)
        levels=np.linspace(np.min(surf),levmax,nlevels)
        ax.contour(surf, cmap =cmap,levels=levels,
                   linewidth=linewidth,
                   extent=[-self.size/2,self.size/2,
                           -self.size/2,self.size/2])
        ax.set_xlim(minx, maxx)
        ax.set_ylim(miny, maxy)
        ax.set_xlabel(r'$\theta_1$',fontsize=fontsize)
        ax.set_ylabel(r'$\theta_2$',fontsize=fontsize)
        ax.set_aspect('equal')
```

Now, we create child classes with specific lensing potentials. The first is the elliptical pseudo-isothermal model with core (PSIEc). Lens models of these kinds will be discussed in detail in Chap. 5.

The PSIEc potential has the form:

\[
\hat{\Psi}(\vec{\theta}) = \frac{\text{norm}}{\sqrt{\theta^2 + \theta_c^2}},
\]

where norm is a normalization factor, \(\theta^2 = \theta_1^2 / (1 - \text{ell}) + \theta_2^2 (1 - \text{ell})\), and \(\theta_c\) is the core radius. The lens has elliptical iso-potential contours with ellipticity \(e\).

As said, PSIEc is a child class of gen_lens and inherits all its methods. To ensure this inheritance, we indicate the parent class in the class definition:

```python
class PSIEc(gen_lens):
    def __init__(self,co,size=100.0,npix=200,**kwargs):
        # set the cosmological model
        self.co = co

        # core radius
        if (‘theta_c’ in kwargs):
            self.theta_c=kwargs[‘theta_c’]
        else:
            self.theta_c=0.0
```
# ellipticity
if ('ell' in kwargs):
    self.ell = kwargs['ell']
else:
    ell = 0.0

# normalization norm
if ('norm' in kwargs):
    self.norm = kwargs['norm']
else:
    self.norm = 1.0

# lens redshift zl
if ('zl' in kwargs):
    self.zl = kwargs['zl']
else:
    self.zl = 0.5

# source redshift zs
if ('zs' in kwargs):
    self.zs = kwargs['zs']
else:
    self.zs = 1.0

# angular diameter distances
self.dl = co.angular_diameter_distance(self.zl)
self.ds = co.angular_diameter_distance(self.zs)
self.dls = co.angular_diameter_distance_z1z2(self.zl, self.zs)

# size of the output image
self.size = size
# number of pixels
self.npix = npix

# pixel scale
self.pixel = self.size / self.npix

# calculate the lensing potential
self.potential()

# lensing potential and its derivatives
def potential(self):
    x = np.arange(0, self.npix, 1, float)
    y = x[:, np.newaxis]
    x0 = y0 = self.npix / 2
    self.pot_exists = True
    #
self.pot = np.sqrt(((x-x0)*self.pixel)**2 / (1-self.ell) + ((y-y0)*self.pixel)**2 * (1-self.ell) + self.theta_c**2)*self.norm
We pass the input parameters to initialize the lens model, $\theta_c$, ell, and norm as a dictionary. The dictionary also includes the lens and the source redshift, $z_l$ and $z_s$. Among the input parameters of the initialization function, we also specify the cosmological model, $c_0$, and the size and the number of pixels of the output maps, size and npix. We use the function `potential` to calculate the maps of the lensing potential and its first and second derivatives. The first derivatives are the components of the gradient of the lensing potential, i.e. the deflection angles. The maps of the second derivatives of the potential are attributes of the child class, but we can use them with functions that are part of the parent class. Thus, inheritance enables us to compute converge, shear, magnification and even the time delay surfaces for arbitrary source positions of the PSIEc lens.

Now, we modify the class $\text{Sérsic}$ to include ellipticity. We add few more input parameters for the source initialization in the `kwargs` dictionary. They are the axis ratio, $q$, the position angle, $\alpha$, the coordinates on the source plane, $y_{s1}$ and $y_{s2}$, and the source redshift, $z_s$. Also, we introduce an optional argument in the function call, i.e. the general lens $gl$. If it is not `None`, then the lensing effects by the lens $gl$ are included via ray-tracing:

```python
class sersic(object):
    def __init__(self, size, N, gl=None, **kwargs):
        if ('n' in kwargs):
            self.n = kwargs['n']
        else:
            self.n = 4
        if ('re' in kwargs):
            self.re = kwargs['re']
        else:
            self.re = 5.0
        if ('q' in kwargs):
            self.q = kwargs['q']
        else:
            self.q = 1.0
        if ('pa' in kwargs):
            self.pa = kwargs['pa']
        else:
            self.pa = 0.0
        if ('ys1' in kwargs):
            self.ys1 = kwargs['ys1']
        else:
```
self.ys1=0.0

if ('ys2' in kwargs):
    self.ys2=kwargs['ys2']
else:
    self.ys2=0.0

if ('zs' in kwargs):
    self.zs=kwargs['zs']
else:
    self.zs=1.0

self.N=N
self.size=float(size)
self.df=gl

# define the pixel coordinates
pc=np.linspace(-self.size/2.0,self.size/2.0,self.N)
self.x1, self.x2 = np.meshgrid(pc,pc)
if self .df != None:
    ds_lens=gl.ds
dls_lens=gl.dls
ds=gl.co.angular_diameter_distance(self.zs)
dls=gl.co.angular_diameter_distance_z1z2(gl.zl,self.zs)
self.corrf = ds_lens/dls_lens*dls/ds
if self .zs != gl.zs:
    gl.rescale(self.corrf)
y1,y2 = self.ray_trace()
else:
    y1,y2 = self.x1,self.x2
self.image=self.brightness(y1,y2)

Note that, if the source redshift attributes of the sersic and of the PSIEc objects are different, then the lens maps are corrected by the factor self.corrf, which accounts for the different distance ratios (see Eq. 3.96). The function rescale is part of the genlens class:

```python
# rescale the lensing maps by the factor fcorr
def rescale(self,fcorr):
    if self.pot_exists:
        self.pot=self.pot*fcorr
        self.a1=self.a1*fcorr
        self.a2=self.a2*fcorr
        self.a12=self.a12*fcorr
        self.a11=self.a11*fcorr
        self.a22=self.a22*fcorr
        self.a21=self.a21*fcorr
```
We implement the ray-tracing algorithm in the function `ray_trace`:

```python
def ray_trace(self):
    ""
    Ray-tracing through the lens place
    ""
    px=self.df.pixel
    x1pix=(self.x1+self.df.size/2.0)/px
    x2pix=(self.x2+self.df.size/2.0)/px

    # compute the deflection angles at the light ray positions
    # on the lens plane. Use the deflection angles of the
    # general lens self.df
    a1 = map_coordinates(self.df.a1,
                         [x2pix,x1pix],order=2)*px
    a2 = map_coordinates(self.df.a2,
                         [x2pix,x1pix],order=2)*px

    # apply the lens equation
    y1=(self.x1-a1)  # y1 coordinates on the source plane
    y2=(self.x2-a2)  # y2 coordinates on the source plane
    return(y1,y2)
```

The function interpolates the lens deflection angle maps `self.df.a1` and `self.df.a2` on a regular mesh on the lens plane (`self.x1`, `self.x1`). These coordinates identify the ray positions on the lens plane. Then it uses the lens equation to calculate the ray arrival positions on the source plane, `(y1, y2).

Finally, we compute the surface brightness at the coordinates `(y1, y2)` using the function `brightness`. Compared to the previous example, we modify this function to allow for positioning the source at arbitrary positions, including the ellipticity of the isophotes, and orienting them according to the input position angle:

```python
def brightness(self,y1,y2):
    # rotate the galaxy by the angle self.pa
    x = np.cos(self.pa)*(y1-self.ys1)+np.sin(self.pa)*(y2-self.ys2)
    y = -np.sin(self.pa)*(y1-self.ys1)+np.cos(self.pa)*(y2-self.ys2)

    # include elliptical isophotes
    r = np.sqrt(((x)/self.q)**2+(y)**2)

    # brightness at distance r
    bn = 1.992* self.n - 0.3271
    brightness = np.exp(-bn*((r/self.re)**(1.0/self.n)-1.0))
    return(brightness)
```

The following code shows how to use the classes above to produce Fig. 3.20.

```python
co = FlatLambdaCDM(H0=70, Om0 =0.3)
# lens params
kwargs={'theta_c': 2.0,
        'norm': 10.0,
        'ell': 0.4,
        'zl': 0.5,
        'zs': 1.0}
```
The General Lens

```
el=PSIEc(co,size=80,npix=1000,**kwargs)
# size of the source image
size_stamp=150.0
npix_stamp=1000
xmin,xmax=-el.size/2,el.size/2
ymin,ymax=-el.size/2,el.size/2

fig,ax=plt.subplots(1,2,figsize=(14,8))
# sersic source with no lensing
beta=[0,0]
kwargs={'q': 0.5,
         're': 1.0,
         'pa': np.pi/4.0,
         'n': 1,
         'ys1': beta[0],
         'ys2': beta[1],
         'zs': 1.0}

se_unlensed=sersic(size_stamp,npix_stamp,**kwargs)  # same source with lensing by the lens el
se=sersic(size_stamp,npix_stamp,gl=el,**kwargs)

# compute the time delay surface for a source at beta

td=el.t_delay_surf(beta=beta)
# draw caustics (on the left) and critical lines (on the right)
el.caustics(ax=ax[0],lt='--',alpha=1.0)
el.clines(ax=ax[1],lt='--',alpha=1.0)
# show unlensed (on the left) and lensed (on the right) images
ax[0].imshow(se_unlensed.image,origin='lower',
              extent=[-se.size/2,se.size/2,-se.size/2,se.size/2],
              cmap='gray_r')
ax[1].imshow(se.image,origin='lower',
             extent=[-se.size/2,se.size/2,-se.size/2,se.size/2],
             cmap='gray_r')
# show contours of the time delay surface
el.show_contours(td,ax=ax[1],minx=xmin,miny=ymin,nlevels=35,levmax=500,fontsize=20)
```

Fig. 3.20 Left panel: Caustics of a PSIEc lens. A Sérsic source is placed at the center of the caustics. Right panel: critical lines (dashed) and lensed images of the source shown in the left panel. The colored solid contours show the levels of equal time delay for the same source.
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```
x0, x1 = -20, 20
y0, y1 = -20, 20
ax[0].set_xlim([x0, x1])
ax[0].set_ylim([y0, y1])
fig.tight_layout()
```

The left panel shows the lens caustics and the unlensed source. The right panel shows the lensed images and some contour levels of the time delay surface. As expected, the multiple images form at the stationary points of the time delay surface.

### 3.7.7 Lensing by Numerically Simulated Mass Distributions

Our implementation of the general lens class allows us to use its functions with any lens model easily. For example, we consider here the lens analyzed in Sects. 2.5.2 and 3.7.2. The lens mass distribution is in the form of a convergence map stored in a fits file. We modify and extend the class `deflector`, which contains the functions discussed earlier to deal with such kind of mass distributions, as follows:

```python
# child class deflector
class deflector(gen_lens):
    # initialize the deflector using a surface density (convergence) map
    # the boolean variable pad indicates whether zero-padding is used or not
    def __init__(self, co, filekappa, zl=0.5, zs=1.0, pad=False, npix=200, size=100):
        # read input convergence map from fits file
        kappa, header = pyfits.getdata(filekappa, header=True)
        self.co = co
        self.zl = zl
        self.zs = zs

        # angular diameter distances
        self.dl = co.angular_diameter_distance(self.zl)
        self.ds = co.angular_diameter_distance(self.zs)
        self.dls = co.angular_diameter_distance_z1z2(self.zl, self.zs)

        # pixel scale and number of pixels of the input convergence map
        self.pixel_scale = header['CDELT2'] * 3600.0
        self.kappa = kappa
        self.nx = kappa.shape[0]
        self.ny = kappa.shape[1]

        # pixels and size of the output lensing maps
        self.npix = npix
        self.size = size
        self.pixel = float(self.size) / self.npix
        # use zero-padding to compute the lensing potential
        self.pad = pad
```
```python
if (pad):
    self.kpad()
self.potential()

# performs zero-padding
def kpad(self):
    # add zeros around the original array
def padwithzeros(vector, pad_width, iaxis, kwargs):
    vector[:pad_width[0]] = 0
    vector[-pad_width[1]:] = 0
    return vector

# use the pad method from numpy.lib to add zeros (padwithzeros)
# in a frame with thickness self.kappa.shape[0]
self.kappa=np.lib.pad(self.kappa, self.kappa.shape[0], padwithzeros)

# calculate the potential by solving the poisson equation
# the output potential map has the same size of the input
# convergence map
def potential_from_kappa(self):
    # define an array of wavenumbers (two components k1,k2)
    k = np.array(np.meshgrid(fftengine.fftfreq(self.kappa.shape[0]),
                   ,fftfreq(self.kappa.shape[1])))
    # Compute Laplace operator in Fourier space = -4*pi*k^2
    kk = k[0]**2 + k[1]**2
    kk[0,0] = 1.0
    # FFT of the convergence
    kappa_ft = fftengine.fftn(self.kappa)
    # compute the FT of the potential
    kappa_ft *= -1.0 / (kk * (2.0*np.pi**2))
    kappa_ft[0,0] = 0.0
    potential = fftengine.ifftn(kappa_ft)
    if self.pad:
        pot = self.mapCrop(potential.real)
        return pot

# interpolate the lensing potential on the grid defined at
# initialization.
# Calculate the first and second-order derivatives.
def potential(self):
    no = self.pixel
    x_ = np.linspace(0, self.npix-1, self.npix)
    y_ = np.linspace(0, self.npix-1, self.npix)
    x, y = np.meshgrid(x_, y_)
    potential = self.potential_from_kappa()
    x0 = y0 = potential.shape[0] / 2 * self.pixel_scale - self.size/2.0
    x = (x0+x*no)/self.pixel_scale
    y = (y0+y*no)/self.pixel_scale
    self.pot_exists = True
    pot = map_coordinates(potential, [y, x], order=1)
    self.pot = pot * self.pixel_scale**2 / no / no
    self.a2, self.a1 = np.gradient(self.pot)
    self.a12, self.a11 = np.gradient(self.a1)
```

self.a22, self.a21 = np.gradient(self.a2)
self.pot = pot * self.pixel_scale**2

# crop the maps to remove zero-padded areas and get back to the original
# region.
def mapCrop(self, mappa):
    xmin = int(self.kappa.shape[0] / 2 - self.nx / 2)
    ymin = int(self.kappa.shape[1] / 2 - self.ny / 2)
    xmax = int(xmin + self.nx)
    ymax = int(ymin + self.ny)
    mappa = mappa[xmin:xmax, ymin:ymax]
    return(mappa)

This class and the class PSIEc from the previous example have several similarities. For example, they are both derived from the `genlens` class and contain a function, called `potential`, to compute the lensing potential on a grid of arbitrary size and resolution. When we call this function, we calculate also the first and the second order derivatives of the potential map and register them as class attributes. Then, we can use the methods defined in the `genlens` class to compute the lens properties.

Let us consider the following example:

```python
size = 200.0
npix = 500
# create instance of the deflectors class
df = deflector(co, 'data/kappa_2.fits',
               zl=0.5, zs=9.0, pad=True,
               npix=npix, size=size)

# set the source position and Sersic parameters:
beta = [-30, 8]
kwargs = {'q': 0.5,
          're': 1.0,
          'pa': np.pi / 4.0,
          'n': 1,
          'ys1': beta[0],
          'ys2': beta[1],
          'zs': 9.0}

#
xmin, xmax = -df.size / 2, df.size / 2
ymin, ymax = -df.size / 2, df.size / 2

fig, ax = plt.subplots(1, 2, figsize=(14, 8))

se_unlensed = sersic(size_stamp, npix_stamp, **kwargs)
se = sersic(size_stamp, npix_stamp, gl=df, **kwargs)

td = df.t_delay_surf(beta=beta)
df.caustics(ax=ax[0], lt='--', alpha=1.0)
```
The code above produces Fig. 3.21. If we place the source near the cusp of the tangential caustic, it produces three images, which are distorted and merge into a tangential arc. We also display some contour levels, showing that the arc shape reflects the curvature of the time delay surface.

**Fig. 3.21** Left panel: Caustics of a numerically simulated lens. A Sérsic source is placed near the cusp of the caustics. Right panel: critical lines (dashed lines) and lensed images of the source shown in the left panel. We also show, using different colors, the contour levels of the time delay surface.
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Part II

Applications
We dedicate this chapter to microlensing, i.e. the lensing effects of small-sized lenses in the universe. A broad range of masses belongs to this class of lenses: planets, stars, star clusters, and more generally compact objects in our or other galaxies. Given the lenses’ small size, microlenses are (to first order) assimilated to point masses or ensembles of point masses. Microlensing effects are mostly detectable and searched within our galaxy by monitoring vast amounts of stars in the bulge of the Milky Way or toward the Magellanic Clouds. Nevertheless, microlensing effects are also relevant in extra-galactic gravitational lensing. Indeed, small mass lenses in galaxies other than ours produce small scale perturbations to the lensing signal of their hosts, which can be revealed in some situations. In this chapter, however, we will focus on microlenses in the Milky Way.

4.1 The Point-Mass Lens

4.1.1 Deflection Angle and Lensing Potential

In Chap. 2, we already derived the formula for the deflection angle of a point mass. By choosing the lens position as the center of the reference frame (i.e. by counting the angles $\beta$ and $\theta$ starting from the lens position), the deflection angle turns out to be

$$\hat{\alpha}(\xi) = \frac{4GM}{c^2} \frac{\xi}{|\xi|^2} = \frac{4GM}{c^2 D_L} \frac{\theta}{|\theta|^2} = \hat{\alpha}(\theta),$$

(4.1)
where, as usual, we have used the relation between the physical length $\xi$, the angle $\theta$, and the angular diameter distance $D_L$, $\xi = D_L \theta$. Given that

$$a(\vec{\theta}) = \frac{D_{LS}}{D_S} \vec{a}(\vec{\theta}) = \vec{\nabla} \Psi(\vec{\theta})$$

(4.2)

and that

$$\nabla \ln |\vec{x}| = \frac{\vec{x}}{|\vec{x}|^2},$$

(4.3)

we can see that the lensing potential of the point-mass lens is given by

$$\hat{\Psi}(\vec{\theta}) = \frac{4GM}{c^2} \frac{D_{LS}}{D_L D_S} \ln |\vec{\theta}|,$$

(4.4)

as we anticipated in Sect. 3.6.3.

### 4.1.2 Lens Equation

The vector $\hat{a}$ points away from the lens. Therefore, we may omit the vector sign in many of the following equations. Then

$$\hat{a}(\theta) = \frac{4GM}{c^2 D_L \theta}.$$  

(4.5)

The lens equation reads

$$\beta = \theta - \frac{4GM}{c^2 D_L \theta} \frac{D_{LS}}{D_S}.$$  

(4.6)

This equation is quadratic in $\theta$, i.e. for a given position of the source $\beta$, there always exist two images whose positions can be determined by solving the lens equation.

### 4.1.3 Multiple Images

Equation 4.6 can be written in a more concise way by introducing the *Einstein radius*,

$$\theta_E \equiv \sqrt{\frac{4GM}{c^2} \frac{D_{LS}}{D_L D_S}}.$$  

(4.7)
The importance of this quantity will be clear shortly.

By inserting Eq. 4.7 into Eq. 4.6, we obtain

\[ \beta = \theta - \frac{\theta_E^2}{\theta}. \] (4.8)

Dividing by \( \theta_E \) and setting \( y = \beta/\theta_E \) and \( x = \theta/\theta_E \), i.e. by expressing all angles in units of the Einstein radius, we obtain the lens equation

\[ y = x - \frac{1}{x}. \] (4.9)

Multiplication with \( x \) leads to

\[ x^2 - xy - 1 = 0, \] (4.10)

which has two solutions:

\[ x_\pm = \frac{1}{2} \left[ y \pm \sqrt{y^2 + 4} \right]. \] (4.11)

The right panel of Fig. 4.1 shows a sequence of sources at different angular distances from the lens (indicated by a red star). Each source is shown using a different color, so that its images can be easily recognized in the left panel. For convenience the sources have been placed on the axis \( y_2 = 0 \).

Each source has two images, both on the axis \( x_2 = 0 \), but one at \( x_+ > 0 \) and one at \( -1 < x_- < 0 \). Thus, they are on opposite sides with respect to the lens, and the image at \( x_- \) is always within a circle of radius \( x = 1 \). Such circle coincides with the image of the source at \( y = 0 \), \( x_\pm = \pm 1 \); that is, a source exactly behind the point lens has a ring-shaped image with radius \( \theta_E \), also called Einstein ring. The size of the Einstein radius is

\[ \theta_E \approx (10^{-3})'' \left( \frac{M}{M_\odot} \right)^{1/2} \left( \frac{D}{10\text{kpc}} \right)^{-1/2}, \]

\[ \approx 1'' \left( \frac{M}{10^{12} M_\odot} \right)^{1/2} \left( \frac{D}{\text{Gpc}} \right)^{-1/2}, \] (4.12)

where

\[ D \equiv \frac{D_L D_S}{D_{LS}} \] (4.13)

is the effective lensing distance.
As \( \beta \to \infty \), we see that \( \theta_- = x_- \theta_E \to 0 \), while \( \theta_+ = x_+ \theta_E \to \beta \): when the angular separation between the lens and the source becomes large, the source is unlensed. Formally, there is still an image at \( \theta_- = 0 \), but as we have seen when discussing the properties of the time delay surface, this central image has zero magnification.

### 4.1.4 Critical Lines, Caustics, and Magnification

Given that the lens is axially-symmetric, the Jacobian determinant is

\[
\det A(x) = \frac{y}{x} \frac{dy}{dx}.
\]

From Eqs. 4.14 and 4.6, the eigenvalues of the Jacobian matrix are

\[
\lambda_t(x) = \frac{y}{x} = \left(1 - \frac{1}{x^2}\right)
\]

\[
\lambda_r(x) = \frac{dy}{dx} = \left(1 + \frac{1}{x^2}\right).
\]

Obviously, the second eigenvalue is never zero. Therefore, the point-mass lens only has one critical line, namely a circle with equation \( x^2 = 1 \). This is the equation of the Einstein ring, which thus coincides with the tangential critical line.
Using the lens equation, as seen above, this line is mapped onto the tangential caustic, which is a point at $\beta = 0$ ($y = 0$).

The magnification is the inverse of the Jacobian determinant, thus

$$
\mu(x) = \left[ 1 - \frac{1}{x^2} \right]^{-1}. \tag{4.16}
$$

### 4.1.5 Source Magnification

From Eq. 4.11, we can see that, at the image positions,

$$
x \frac{y}{y} = \frac{1}{2} \left( 1 \pm \frac{\sqrt{y^2 + 4}}{y} \right)
$$

$$
\frac{dx}{dy} = \frac{1}{2} \left( 1 \pm \frac{\sqrt{y^2 + 4}}{y} \right). \tag{4.17}
$$

Thus, the image magnification can be written as a function of the source position as

$$
\mu_{\pm}(y) = \frac{1}{4} \left( 1 \pm \frac{\sqrt{y^2 + 4}}{y} \right) \left( 1 \pm \frac{y}{\sqrt{y^2 + 4}} \right)
$$

$$
= \frac{1}{4} \left( 1 \pm \frac{\sqrt{y^2 + 4}}{y} \right) \left( \pm \frac{y}{\sqrt{y^2 + 4}} + 1 \right)
$$

$$
= \frac{1}{4} \left( 2 \pm \frac{2y^2 + 4}{y\sqrt{y^2 + 4}} \right) = \frac{1}{2} \left( 1 \pm \frac{y^2 + 2}{\sqrt{y^2 + 4}} \right). \tag{4.18}
$$

Note that, for $y > 0$, $\mu_{-}(y) < 0$, and $\mu_{+}(y) > 0$, showing that the parity of the two images is different.\(^1\)

The total source magnification is

$$
\mu(y) = \mu_{+}(y) + |\mu_{-}(y)| = \frac{y^2 + 2}{y\sqrt{y^2 + 4}}, \tag{4.19}
$$

\(^1\)For $y > 0$, $x_{+} > 0$, and $x_{-} < 0$. Thus, $\mu_{t} = x/y$ is positive at $x_{+}$ and negative at $x_{-}$. Given that $\mu_{r} = dx/dy > 0$, the magnifications of the two images, $\mu_{\pm} = \mu_{t}(x_{\pm})\mu_{r}(x_{\pm})$ have the same signs of $x_{\pm}$.
while the sum of the signed magnifications is $\mu = 1$. By means of a power series expansion of the function above, we see that $\mu \propto 1 + 2/y^4$ for $y \to \infty$, i.e. the magnification drops quickly as the source moves away from the lens.

The magnification ratio of the two images is

$$\left| \frac{\mu_+}{\mu_-} \right| = \frac{1 + \frac{y^2+2}{y\sqrt{y^2+4}}}{\frac{y^2+2}{y\sqrt{y^2+4}} - 1} = \frac{y^2 + 2 + y\sqrt{y^2 + 4}}{y^2 + 2 - y\sqrt{y^2 + 4}}. \quad (4.20)$$

Given that

$$\frac{1}{2} \left( y + \sqrt{y^2 + 4} \right)^2 = y^2 + 2 + y\sqrt{y^2 + 4} \quad (4.21)$$

and

$$\frac{1}{2} \left( y - \sqrt{y^2 + 4} \right)^2 = y^2 + 2 - y\sqrt{y^2 + 4}, \quad (4.22)$$

we find that

$$\left| \frac{\mu_+}{\mu_-} \right| = \left( \frac{y + \sqrt{y^2 + 4}}{y - \sqrt{y^2 + 4}} \right)^2 = \left( \frac{x_+}{x_-} \right)^2. \quad (4.23)$$

We can see that $\lim_{y \to \infty} \mu_- = 0$ and that $\lim_{y \to \infty} \mu_+ = 1$. Moreover, a Laurent series expansion shows that for large $y$,

$$\left| \frac{\mu_+}{\mu_-} \right| \propto y^4, \quad (4.24)$$

i.e. the image at $x_+$ dominates the magnification budget pretty quickly as the source is moved away from the lens.
4.1.6 Microlensing Cross Section

A source at \( y = 1 \) has two images at

\[
x_{\pm} = \frac{1 \pm \sqrt{3}}{2},
\]

and their magnifications are

\[
\mu_{\pm} = \left[ 1 - \left( \frac{2}{1 \pm \sqrt{5}} \right)^4 \right]^{-1}.
\]

Thus, the total source magnification is

\[
\mu = |\mu_+| + |\mu_-| = 1.17 + 0.17 = 1.34.
\]

In terms of magnitudes, this corresponds to \( \Delta m = -2.5 \log \mu \sim 0.3 \) only. The image at \( x_+ \) contributes for \( \sim 87\% \) of the total magnification. As seen above, for \( y > 1 \) the magnification drops quickly meaning that the only chance to detect microlensing events via magnification effects is by finding sources well aligned with the lenses, i.e. within their Einstein rings. For this reason, the area of the Einstein ring is generally assumed to be the cross-section for microlensing,

\[
\sigma_{\text{micro}} = \pi \theta_E^2.
\]

This is the solid angle within which a source has to be placed in order to produce a detectable microlensing signal.

4.2 Microlensing Light-Curve

The typical lens’s Einstein radius gives the order of magnitude of the image separation in microlensing events. For one solar mass star within our galaxy, this is of the order of \( \sim 10^{-3} \) arcseconds, thus undetectable with the current instrumentation.

However, we can detect microlenses in the Milky Way or its surrounding by exploiting the motion of lenses relative to sources due to the (differential) rotation of our galaxy. If the source and the lens are in relative motion, i.e. if the distance between the lens and the source, \( y \), is a function of time, then Eq. 4.19 shows that the magnification is a function of time as well, \( \mu \equiv \mu(t) \). Therefore, a source with intrinsic flux \( f_s \) will appear to have a flux \( f(t) = \mu(t) f_s \), while being lensed. The curve describing the variation of the source flux as a function of time during the microlensing event is called the microlensing light-curve.

We assume that a straight line can approximate the path of the source relative to the lens, as shown by the blue dashed line in the diagram in Fig. 4.2. The source (indicated by the blue dot) reaches the minimum dimensionless distance \( y_0 \) from the lens at time \( t_0 \). \( y_0 \) is the dimensionless impact parameter of the source. Assuming
that the source moves with transverse velocity $v$ relative to the lens, we can write the dimensionless distance of the source from the point of minimum distance from the lens as

$$y_1(t) = \frac{v(t - t_0)}{D_L \theta_E}, \tag{4.28}$$

where $D_L$ indicates, as usual, the angular diameter distance between the observer and the lens.

If the source moves at velocity $v$, it will take a time

$$t_E = \frac{D_L \theta_E}{v} = \frac{\theta_E}{\mu_{rel}} \tag{4.29}$$

to cross the Einstein radius of the lens. In the equation above, we have introduced the source’s proper motion relative to the lens, $\mu_{rel} = v/D_L$. Since, as we discussed in the previous section, the magnification significantly deviates from unity only for sources with $|y| \lesssim 1$, we can assume that the Einstein radius crossing time, $t_E$, is the timescale of the microlensing event. If we use the definition of Einstein radius
4.2 Microlensing Light-Curve

given in Eq. 4.7, we see that

\[ t_E \approx 19 \text{ days} \sqrt{4 \frac{D_L}{D_S} \left(1 - \frac{D_L}{D_S}\right) \left(\frac{D_S}{8 \text{kpc}}\right)^{1/2} \left(\frac{M}{0.3 M_\odot}\right)^{1/2} \left(\frac{v}{200 \text{km/s}}\right)^{-1}}. \]  

To write this equation, we have used the approximation \( D_{LS} = D_S - D_L \), which is valid only for non-cosmological distances, and thus applies in our galaxy.

Inserting Eq. 4.29 into Eq. 4.28, we obtain

\[ y_1(t) = \frac{(t - t_0)}{t_E}. \]  

Thus,

\[ y(t) = \sqrt{y_0^2 + y_1^2(t)} = \sqrt{y_0^2 + \frac{(t - t_0)^2}{t_E^2}}. \]  

Combining Eqs. 4.32 and 4.19, we obtain the microlensing light-curve:

\[ \mu(t) = \frac{y(t)^2 + 2}{y(t)\sqrt{y(t)^2 + 4}}. \]  

Some examples of light-curves corresponding to different values of the impact parameter \( y_0 \) are shown in Fig. 4.3.

![Fig. 4.3](image-url)  
**Fig. 4.3** Left panel: source trajectories corresponding to different values of the impact parameter \( y_0 \), varying from 0.1 (red) to 1 (purple). Right panel: color-coded light-curves corresponding to the source trajectories displayed in the left panel.
4.2.1 Light-Curve Fitting

A peak at \( t_0 \) characterizes the shape of the standard microlensing light-curve. The value of \( y_0 \) determines the peak height: the closest the source trajectory passes to the lens, the highest is the peak. The Einstein crossing time \( t_E \), which in turn depends on the lens mass, the relative transverse velocity, the lens, and the source distances, determines the peak width. Therefore from an observed light-curve well fitted by the standard model, one cannot infer the distances, the velocity, and the lens mass uniquely. This degeneracy is the so-called microlensing degeneracy.

Besides, to fit an observed light-curve, we need the baseline flux, \( f_0 \). Generally, a blending parameter, \( b_s \), which describes the fraction of light contributed by the lensed source, is also included. In the presence of crowded fields, the measured flux is indeed the sum of the fluxes from the source, the lens, and the other unrelated stars within the seeing disk. Since these may be wavelength-dependent, the blending parameter is generally different in different filters. Note that blending biases the magnification estimate low.

While the standard light-curve model works well in many cases, there are situations where one or more of the standard model’s assumptions break down. In these cases, it is possible to derive extra constraints that partially lift the microlensing degeneracy. Non-standard light-curves occur, for example, when the source or the lens is not point-like (finite source size and lens size effects) or when the motion of the source relative to the lens is not linear.

If the lens has a finite size, one can always find a time interval when the lens obscures the inner (and the outer, depending on the lens size) lensed image in the early rising and final declining stages of the light-curve. Thus, the impact of these effects is to dim the wings of the light-curve.

The finite source size effect is particularly important in the high-magnification limits (Gould 1994, Lee et al. 2009, Witt & Mao 1994). In this case, the light-curve is broadened near the peak, as the result of the fact that different parts of the source experience different magnifications. Assuming that the surface brightness of the source is uniform, the magnification near the peak of the light-curve can be approximated by the following formula (Gould 1994):

\[
\mu'(y) \simeq \mu(y) \frac{4y}{\pi \rho} E(\vartheta_{\text{max}}, y/\rho),
\]

where \( E(\vartheta, \varphi) \) is the Elliptical integral of the second kind and \( \vartheta_{\text{max}} \) is defined as

\[
\vartheta_{\text{max}} = \begin{cases} 
\frac{\pi}{2} & y \leq \rho \\
\arcsin (\rho/y) & y > \rho
\end{cases}.
\]

Fitting the light-curve allows measuring \( \rho = \theta_s / \theta_E \), i.e. the source size, \( \theta_s \), in units of the Einstein radius. Thus, if we can independently measure \( \theta_s \), the finite source effect allows us to measure the Einstein radius’s size. For example, we can derive the source size from empirical relations between the surface brightness
Fig. 4.4 Source’s finite size effects on the microlensing light-curve. We consider two sources moving on the trajectory indicated by the dashed gray line in the smaller frame. The red source is point-like, while the blue one has a radius of \( \theta_E \), where \( \theta_E \) is the Einstein radius of the lens indicated by the black dot at \( \vec{y} = 0 \). The corresponding microlensing light-curves are given by the dashed red and solid blue curves in the larger frame. The second light-curve is wider and smoother near the peak and the colors. Kervella et al. (2004) proposed the following relation between the angular diameter for A0-M2 dwarf stars or A0-K0 sub-giants, the \( V - K \) color, and \( K \)-band magnitude:

\[
\log 2 \theta_\star = 0.0755(V - K) + 0.5170 - 0.2K .
\]  

(4.36)

Measuring \( \theta_E \) and \( t_E \) then allows to measure \( \mu_{rel} = \theta_E / t_E \).

Note that, given the large difference between the sizes of \( \theta_E \) (\( \sim 1 \) mas) and \( \theta_\star \) (\( \sim 0.5 \) \( \mu \)as), we can measure the finite source size effect only in very high-magnification events (when the source overlaps with the point-like caustic). We illustrate this case in Fig. 4.4.

### 4.3 Microlensing Parallax

For a point-mass lens in the Milky Way, using the fact that \( D_{LS} = D_S - D_L \), the Einstein radius can be written as

\[
\theta_E = \sqrt{\frac{4GM}{c^2} \frac{D_{LS}}{D_L D_S}} = \sqrt{\frac{4GM}{c^2} \left( \frac{1}{D_L} - \frac{1}{D_S} \right)} = \sqrt{\frac{4GM}{c^2} \pi_{rel}} .
\]  

(4.37)
In the above equation, $\pi_{rel} = 1/D_L - 1/D_S$ is the relative parallax of the lens and the source. From Eq. 4.37, we can also see that

$$\theta_E = \frac{4GM}{c^2} \frac{\pi_{rel}}{\theta_E} = \frac{4GM}{c^2} \frac{\pi_E}{\theta_E}, \tag{4.38}$$

where we have introduced the microlensing parallax, $\pi_E = \pi_{rel}/\theta_E$. By setting

$$k = \frac{4G}{c^2} = 8.14 \text{ mas } M^{-1}, \tag{4.39}$$

we find that

$$M = \frac{\theta_E}{k\pi_E}, \tag{4.40}$$

which shows that measuring the microlensing parallax, $\pi_E$, and the Einstein radius, $\theta_E$, allows to break the microlensing degeneracy and measure the lens mass.

The diagram in Fig. 4.5 also shows that the microlensing parallax is the inverse of the projection of the physical Einstein radius, $r_E = \theta_E D_L$, onto the observer plane, $\tilde{r}_E$. Indeed,

$$\tilde{r}_E = D_L \hat{\alpha}(\theta_E) = \frac{r_E}{\theta_E} \hat{\alpha}(\theta_E) = \frac{kM}{\theta_E} = \frac{1}{\pi_E}. \tag{4.41}$$

Measuring the microlensing parallax is possible in two situations. First, the observer moves while the microlensing event is ongoing. Second, the observer uses two telescopes to observe the event from different locations simultaneously. There are three types of microlensing parallax:

![Figure 4.5](image.png)

**Fig. 4.5** Relationship between projected Einstein radius, $\tilde{r}_E$ and angular Einstein radius $\theta_E$
1. orbital or annual parallax: the observer on the earth participates in the orbital motion of the earth around the sun;
2. satellite parallax: the observer uses a ground-based facility and a space telescope to observe the same event;
3. terrestrial parallax: the observer uses a network of ground-based facilities to observe the same event.

Because of the different line-of-sight to the source, the observer will see a variation of the lens position relative to the sources. Since the magnification in Eq. 4.33 depends on the absolute separation of lens and source in units of the Einstein radius, the source light-curve will be affected.

### 4.3.1 Orbital Parallax

The orbital motion of the earth around the sun implies that the line-of-sight to the source changes in the course of the microlensing event for a ground-based observer. In the frame where the observer and the source are fixed, the lens moves both because of its intrinsic motion relative to the source (which we can assume to be on a linear trajectory) and because of the earth’s orbital motion. While the first motion produces the standard light-curve, the second distorts it. Alcock et al. (1995) reported the first detection of orbital microlensing parallax. We show the light-curves of this microlensing event in the $B$ and $R$—bands in Fig. 4.6. The data-

![Fig. 4.6](image)

First detection of the orbital parallax effect. The two panels show the event’s light-curves in the $B$ and the $R$-bands. The data are shown with their $\pm 1\sigma$ error bars. The dotted curve is the best-fit standard light-curve model (i.e. assuming a constant relative velocity). The solid line shows the best-fit model accounting for the earth’s orbital motion. Figure from Alcock et al. (1995). Reproduced by permission of the AAS
points do not follow a standard microlensing light-curve (dotted line). Instead, they are fitted well by a model that accounts for the orbital parallax effect (solid curve).

**Remark 4.1.** An important aspect of the microlensing parallax is that it is a vector rather than a scalar. Indeed, the observed parallax effects on the light-curve depend on how the apparent separation between lens and source changes due to the observer’s motion. For example, we may decompose this motion into two components, one along and one perpendicular to the lens velocity. Because of the first component, the lens accelerates toward the source. The effect introduces an asymmetric distortion of the light-curve’s shape (relative to $t_0$). Instead, the second component changes the impact parameter $y_0$, bringing the lens trajectory closer or farther from the source. Consequently, the distortion of the light-curve will be symmetric. To describe both these effects, we need two parallax components.

Since the timescale of the observer baseline variation is $\sim 1$ year, we can measure the orbital parallax effect in events that are not too short ($\sim 100$ days). Besides, the effect is more easily observable in spring and fall. In these seasons, the earth’s motion around the sun is mostly perpendicular to the direction of the galactic bulge, where typical sources in microlensing events are located.

### 4.3.2 Satellite Parallax

The satellite parallax effect is measurable, combining observations from the ground and a space observatory. At the moment, the instrument which offers the best opportunity to measure this effect is the *Spitzer* space telescope. This telescope is one of the large Space Observatories of NASA, observing at infrared wavelengths from an earth trailing orbit. *Spitzer* happens to be at a distance of $\sim 1$ AU from the earth. When projected on the observer plane, the typical Einstein radius size, $\tilde{r}_E$, in galactic microlensing events is $\sim \text{few} \sim 10$ AU. Thus, *Spitzer* offers the right baseline to detect parallax effects in most microlensing events involving from $M$-dwarfs to $\sim$ solar mass lenses.

We show an example in Fig. 4.7, which refers to the first detection of satellite parallax for a single star (Yee et al. 2015). The event, dubbed OGLE-2014-BLG-0939, was observed by the OGLE collaboration from the ground and then followed up by *Spitzer*. Both light-curves are well-represented by standard microlensing curves (blue), but they have substantially different maximum magnifications and times of maximum, whose differences yield a measurement of the "microlens parallax" vector, $\vec{\pi}_E$.

### 4.3.3 Terrestrial Parallax

Terrestrial parallax effects are detectable in short microlensing events observed from two or more observatories on the earth. Similar to the case of satellite parallax, using
Multiple telescopes on the ground to watch the same microlensing event allows measuring the parallax by comparing the light-curves measured from each location. Figure 4.8 refers to the event OGLE-2007-BLG-224 (Gould et al. 2009). Three light-curves were measured from three locations in Chile (red), Canary Island (blue), and South Africa (green). The differences between the light-curves are due to terrestrial parallax and allow to measure it.

Note that the shape of the light-curves near the peak is rounded due to finite source effects. Thus, fitting the light-curve and accounting for the source’s finite size allows measuring the Einstein radius. By measuring the microlensing parallax, we can determine both the mass and the distance of the lens.
4.4 Astrometric Microlensing

During the microlensing event, the positions and the relative magnifications of the images vary as a function of time. Consequently, the images’ light centroid moves along a trajectory, which we can calculate easily. This effect is called astrometric microlensing (Dominik & Sahu 1998, Hog et al. 1995, Miyamoto & Yoshii 1995, Proft et al. 2011) and it was recently detected in few microlensing events (Dong et al. 2019, Sahu et al. 2017, Zurlo et al. 2018).

First of all, we consider the motion of the images forming outside and inside the Einstein ring in response to the source’s motion. Thus, as done earlier for photometric microlensing, we consider the frame where the lens is fixed, and the source is moving. The vector giving the source position as a function of time, \( \vec{y}(t) \), has two components, namely \( y_\parallel = (t - t_0)/t_E \) and \( y_\perp = y_0 \), parallel and perpendicular to the direction of motion of the source, respectively. The two images always lay on the line passing through the lens and the source. Their distances from the lens in units of the Einstein radius are given in Eq. 4.11. For the images external
and internal to the Einstein ring, we have that

\[ x_{\pm,\parallel} = \frac{1}{2}(1 \pm Q)y_{\parallel} \]
\[ x_{\pm,\perp} = \frac{1}{2}(1 \pm Q)y_{\perp} , \quad (4.42) \]

where

\[ Q = \sqrt{y^2 + 4} \frac{1}{y} . \quad (4.43) \]

We show the path of the two images of a source moving on a trajectory with \( y_0 = 0.2 \) in Fig. 4.9.

**Fig. 4.9** Illustration of a microlensing event. The dashed line gives the source trajectory (corresponding to an impact parameter \( y_0 = 0.2 \)). The red star indicates the lens position in (0,0). The green and the red dashed lines show the trajectories of the images external and internal to the Einstein ring (black circle), respectively. For better visualizing the magnification of the images, we assign to the source a circular shape. As the source moves from left to right, the two images’ color changes from blue to red. The external image size is always bigger than the size on the internal image, showing that the former will generally provide a larger fraction of the flux. Consequently, the light centroid will follow a path (solid cyan line), which will differ from the source’s path, being pulled toward the external image.
The corresponding magnifications are given in Eq. 4.18. The light centroid of the images can be computed as

\[ \bar{x}_c = \frac{\bar{x}_+ \mu_+ + \bar{x}_- |\mu_-|}{\mu_+ + |\mu_-|}. \] (4.44)

As discussed in Sect. 4.1.5, the magnified flux received from the two images is strongly unbalanced in favor of the image external to the Einstein radius for most of the time. Therefore, the light centroid is pulled toward the external image.

In practice, however, we observe microlensing events by monitoring the source rather than the lens. In other words, the source position is fixed (in the galaxy bulge, for example). Therefore, we will not measure the centroid shift relative to the lens, as calculated above. Rather, we may observe a centroid moving relative to the unlensed source position during the microlensing event. This shift is given by

\[ \delta \bar{x}_c = \bar{x}_c - \bar{y}. \] (4.45)

As shown in Fig. 4.10, this has the characteristic shape of an ellipse. The ellipse axis ratio and size depend on the source’s impact parameter, \( y_0 \), as discussed below.

Since the lens, the source, and the images are aligned on the plane of the sky, \( \bar{x}_c \) and \( \bar{y} \) in Eq. 4.45 are aligned too. Thus, using Eqs. 4.11 and 4.18, we can compute the amplitude of the shift as

\[ \delta x_c = \frac{1}{4} \left[ (y + \sqrt{y^2 + 4}) \left( 1 + \frac{y^2 + 2}{y \sqrt{y^2 + 4}} \right) - (y - \sqrt{y^2 + 4}) \left( 1 - \frac{y^2 + 2}{y \sqrt{y^2 + 4}} \right) \right] - y \]

\[ \frac{y^2 + 2}{y \sqrt{y^2 + 4}} \]

Fig. 4.10  Left panel: Light centroid trajectories (solid lines) for sources with decreasing impact parameter (from blue to red). The unlensed source trajectories are given by the dashed lines. Right panel: the corresponding light centroid paths compared to the paths of the unlensed sources
\[
\frac{1}{4} \left( y + \sqrt{y^2 + 4} + \frac{y^2 + 2}{\sqrt{y^2 + 4}} + \frac{y^2 + 2}{y} - y + \sqrt{y^2 + 4} + \frac{y^2 + 2}{\sqrt{y^2 + 4}} - \frac{y^2 + 2}{y} \right) - y \\
= \frac{y}{y^2 + 2} . \quad (4.46)
\]

Given the sign of the result, \( \delta \vec{x}_c \) points in the same direction of \( \vec{y} \). An interesting property is that, for \( y \gg \sqrt{2} \),

\[
\delta x_c \approx \frac{1}{y} , \quad (4.47)
\]

meaning that the amplitude of the astrometric microlensing effect decreases with the distance of the source from the lens much slower than the photometric microlensing effect. In addition,

\[
\frac{d(\delta x_c)}{dy} = \frac{2 - y^2}{(y^2 + 2)^2} , \quad (4.48)
\]

which shows that the shift has a maximum amplitude for \( y = \sqrt{2} \), where \( \delta x_c = \delta x_{c,\text{max}} = (2\sqrt{2})^{-1} \approx 0.354 \). Assuming \( \theta_E \approx 1 \) mas, then \( \delta \theta_c = \delta x_c \theta_E \approx 1/3 \) mas.

We can now decompose the shift into the components parallel and perpendicular to the source trajectory:

\[
\delta x_{c,\parallel} = \frac{y_{\parallel}}{y^2 + 2} = \frac{(t - t_0)/t_E}{[(t - t_0)/t_E]^2 + y_0^2 + 2} \quad (4.49)
\]

\[
\delta x_{c,\perp} = \frac{y_{\perp}}{y^2 + 2} = \frac{y_0}{[(t - t_0)/t_E]^2 + y_0^2 + 2} . \quad (4.50)
\]

The functions \( \delta x_{c,\parallel}(t) \) and \( \delta x_{c,\perp}(t) \) are shown in Fig. 4.11.

We can see that \( \delta x_{c,\parallel} \) is negative for \( t < t_0 \) and positive otherwise. We define \( p \equiv (t - t_0)/t_E \). By taking the derivative with respect to \( p \), we see that

\[
\frac{d(\delta x_{c,\parallel})}{dp} = \frac{y_0^2 + 2 - p^2}{(p^2 + y_0^2 + 2)^2} . \quad (4.51)
\]

Thus, the function is extremal at the times \( t_m \) such that \( (t_m - t_0)/t_E = \pm \sqrt{y_0^2 + 2} \), where

\[
\delta x_{c,\parallel,\text{min}}, \delta x_{c,\parallel,\text{max}} = \pm \frac{1}{2\sqrt{y_0^2 + 2}} . \quad (4.52)
\]
For $y_0 \ll 1$, the minimum and the maximum occur at $(t_m - t_0)/t_E \approx \pm \sqrt{2}$ and $\delta x_{c,\parallel,\text{min/\text{max}}} \approx \pm \delta x_{c,\text{max}}$.

On the other hand, $\delta x_{c,\perp}$ has a maximum at $(t - t_0)/t_E = 0$, i.e. at $t = t_0$, where it reaches the value

$$\delta x_{c,\perp,\text{max}} = \frac{y_0}{\sqrt{y_0^2 + 2}}.$$  \hspace{1cm} (4.53)

Since $\delta x_{c,\parallel}(t = t_0) = 0$, the shift is only perpendicular to the motion of the source at this time. For $y_0 = \sqrt{2}$, $\delta x_{c,\perp,\text{max}}$ reaches its maximum amplitude $\delta x_{c,\text{max}}$.

If Fig. 4.12, we show how the total amplitude of the centroid shift varies as a function of time for a variety of values of $y_0$. We can see that

$$\frac{d(\delta x_c)}{dp} = p \frac{2 - y_0^2 - p^2}{\sqrt{y_0^2 + p^2(y_0^2 + p^2 + 2)^2}}.$$ \hspace{1cm} (4.54)

For $y_0 < \sqrt{2}$, $\delta x_c(t)$ has two maxima at $t_{\text{max}}$ such that $(t_{\text{max}} - t_0)/t_E = \pm \sqrt{2 - y_0^2}$ and one minimum at $t_{\text{min}} = t_0$. On the contrary, for $y_0 > \sqrt{2}$, only one maximum exists at $t_{\text{max}} = t_0$. These results can be interpreted as follows. For a small impact parameter $y_0$, the centroid shift is mainly parallel to the motion of the lens relative to the source, thus two maxima exist, which correspond to the minimum and to the maximum of $\delta x_{c,\parallel}$ shown in Fig. 4.11. On the contrary, for large impact parameters, the dominant component of the shift is the one perpendicular to the direction of motion of the lens relative to the source, which peaks at $t = t_0$.

When combined, these motions generate the elliptical paths shown in the right panel of Fig. 4.10. The ellipses are centered in $(0, y_0)$. Their major-axes and the
Fig. 4.12  Total amplitude of the light centroid shift as a function of time. Different colors are used to illustrate the results for different impact parameters $y_0$.

semi-minor axes are oriented along the $\delta_{\parallel}$ and $\delta_{\perp}$ directions, respectively. As it results from Eqs. 4.52 and 4.53, their sizes are

$$a = \frac{1}{2} \frac{1}{\sqrt{y_0^2 + 2}} \quad (4.55)$$

$$b = \frac{1}{2} \frac{y_0}{y_0^2 + 2}. \quad (4.56)$$

For $y_0 \to \infty$, the ellipse degenerates to a circle with radius $r \approx 1/2y_0$ (thus, with size tending to zero). For $y_0 \to 0$, the ellipse degenerates to straight line, as $b \to 0$ and $a \to 1/2$.

Measuring the size of the ellipse defining the centroid path allows an independent measurement of the Einstein radius. Therefore, the combination of astrometric and photometric microlensing effects enables us to break the microlensing degeneracy.
4.5 Photometric Microlensing: Optical Depth and Event Rates

4.5.1 Optical Depth

The optical depth to some distance \( D_S \) is the probability that a source at that distance gives rise to a detectable microlensing event. As discussed earlier, we can assume that the lens cross section (in steradians) coincides with the solid angle enclosed by the Einstein ring, \( \pi \theta_E^2 \). Therefore, the optical depth can be computed as the sum of the cross sections of all lenses up to distance \( D_S \), divided by the area of the sky. Let us assume that the number density of lenses varies as a function of the lens distance as \( n(D_L) \). Then, the number of lenses within the solid angle \( \Omega \) at distances between \( D_L \) to \( D_L + dD_L \) is

\[
dN_L = \Omega D_L^2 n(D_L) dD_L . \tag{4.57}
\]

Thus, the optical depth is

\[
\tau(D_S) = \frac{1}{\Omega} \int_0^{D_S} \left[ \Omega D_L^2 n(D_L) \right] (\pi \theta_E^2) dD_L . \tag{4.58}
\]

If all lenses have the same mass \( M \), then \( n(D_L) = \rho(D_L)/M \), where \( \rho(D_L) \) is the mass density. Note that, since \( \theta_E \propto M^{1/2} \), the optical depth depends on the total mass density but not on the lens mass. This result can be generalized also to the case where the lens has a mass distribution (a.k.a. the lens mass function), if the spatial distribution of the lenses is independent on the mass. Indeed, we can write

\[
n(D_L) = \int n(D_L, M) dM = \int \rho_M(D_L) M^{-1} dM . \tag{4.59}
\]

Under this assumption, and using Eq. 4.7, we obtain

\[
\tau(D_S) = \frac{4\pi G}{c^2} \int_0^{D_S} \rho(D_L) D_L^2 \frac{D_{LS}}{D_L D_S} dD_L \\
= \frac{4\pi G}{c^2} \int_0^{D_S} \rho(D_L) D_L \frac{D_S - D_L}{D_S} dD_L \\
= \frac{4\pi G}{c^2} \int_0^{D_S} \rho(D_L) D_L \frac{D_L}{D_S} \left( 1 - \frac{D_L}{D_S} \right) D_S dD_L . \tag{4.60}
\]

Setting \( x = D_L/D_S \), \( dx = dD_L/D_S \), the optical depth is thus

\[
\tau(D_S) = \frac{4\pi G}{c^2} D_S^2 \int_0^1 \rho(x)x(1-x)dx . \tag{4.61}
\]
By taking the derivative with respect to $x$, we see that

$$\frac{d\tau}{dx} \propto \rho(x)x(1-x). \tag{4.62}$$

The function $f(x) = x(1-x)$, which weights the contribution of lenses to the optical depth, has a maximum at $x = 0.5$, i.e. the lenses at about halfway between the observer and the sources contribute the most to the optical depth. However, one must consider $\rho(x)$ to establish where most of the microlensing signal comes.

Note that, since sources are not all at a distance $D_S$, we should calculate the total optical depth by integrating $\tau(D_S)$ over the distribution of $D_S$.

We consider a very crude model of the galaxy, assuming that it is a spherical, self-gravitating system of lenses of mass $M$. Then, with $\rho(x) = \rho_0 = \text{const}$, we obtain

$$\tau(D_S) = \frac{4\pi G}{c^2} \rho_0 D_S^2 \int_0^1 x(1-x)dx = \frac{2\pi G}{3c^2} D_S^2 \rho_0. \tag{4.63}$$

Let us consider the case of microlensing in the Milky Way. The sphere centered on the center of the galaxy and with radius $D_S$ contains a mass $M_{gal} = \frac{4}{3}\pi D_S^3 \rho_0$, thus

$$\tau(D_S) = \frac{GM_{gal}}{2c^2 D_S} = \frac{V_{circ}^2}{2c^2}, \tag{4.64}$$

where $V_{circ} \approx 220 \text{ km/s}$ is the circular velocity. Assuming that the sources are all at a galactocentric distance, the optical depth for microlensing is

$$\tau \approx 2.6 \times 10^{-7}. \tag{4.65}$$

Thus, we need to monitor many millions of stars to have a realistic yield of microlenses, meaning that observational campaigns have to target regions where stars’ numerical density is very high. Several microlensing experiments have been carried out since the 1990s, which have targeted the galactic bulge and the Magellanic Clouds.

Remark 4.2. The calculations reported above assume that the mass density of lenses is constant. However, this is an over-simplification: in the case of microlensing toward the galactic bulge, we should account for the far more complex structure of our Galaxy, which includes several components (bulge, bar, disk, halo), each of which has its mass density. The true optical depth toward the galactic center is $\sim 3$–10 times larger due to the flattened nature of the galactic disk and a bar’s presence.
Optical Depth of an Exponential Disk
We report the calculations for computing the optical depth to the galactic center for lenses in the galactic disk (i.e. having an exponential density profile). This exercise was proposed in the excellent review paper by Mao (2008).

The mass density in the exponential disk is described, with respect to an observer near the sun, by the function

$$\rho(R) = \rho_0 \exp\left(\frac{-R - R_0}{R_D}\right),$$

(4.66)

where $\rho_0$ is the mass density in the solar neighborhood, $R$ is the distance of the lens from the galactic center, $R_0$ is the distance of the sun from the galactic center, and $R_D$ is the disk scale (i.e. a parameter which defines how quickly the density falls as a function of radius). Using the standard notation, we have that $R = D_{LS}$ and $R_0 = D_S$, thus

$$\rho(D_L) = \rho_0 \exp\left(\frac{D_L}{R_D}\right).$$

(4.67)

Scaling the distances by $D_S$, the density can be written as

$$\rho(x) = \rho_0 \exp\left(\frac{x}{x'}\right),$$

(4.68)

where $x' = R_D/D_S$. This can be inserted into Eq. 4.61 to obtain

$$\tau(D_S) = \frac{4\pi G}{c^2} \rho_0 D_S^2 \int_0^1 \exp\left(\frac{x}{x'}\right)x(1-x)dx.$$  

(4.69)

Solving the last integral, we find that

$$\tau(D_S) = \frac{4\pi G}{c^2} \rho_0 D_S^2 \left[2x' - 1 + \exp\left(\frac{1}{x'}\right)(2x' - 1)\right].$$

(4.70)

Assuming $D_S = 8$ kpc, $R_D = 3$ kpc, $\rho_0 = 0.1 M_\odot pc^{-3}$, we obtain

$$\tau \approx 2.9 \times 10^{-6}.$$  

(4.71)

4.5.2 Event Rate

The optical depth gives the probability that a source is undergoing a microlensing event at any given time. We are interested in knowing the rate of microlensing events we may observe while monitoring a certain number of sources for a specific time.

To calculate the event rate it is more natural to imagine that sources form a static background in front of which lenses move at some transverse velocity $v$. For simplicity, we can assume that this velocity is the same for all the lenses (although, in a realistic case, both the lenses and the sources have some velocity distributions).
The lens cross section has diameter $2r_E$, where $r_E$ is the physical size of the Einstein radius on the lens plane, $r_E = D_L \theta_E$. In order to compute the probability to observe a microlensing event in a given time $dt$, we have to consider that the lens, while moving in front of the sources at velocity $v$, swipes a certain area. The area swept in the time $dt$ is

$$dA = 2r_E v dt = 2r_E^2 \frac{dt}{t_E}.$$ (4.72)

Multiplying by the number of lenses in the solid angle $\Omega$ between $D_L$ and $D_L + dD_L$, and then dividing by $\Omega$, we obtain the probability that a source undergoes a new microlensing event in the time $dt$

$$d\tau = \frac{1}{\Omega} \int_0^{D_S} n(D_L) \Omega dA dD_L = 2 \int_0^{D_S} n(D_L) r_E^2 \frac{dt}{t_E} dD_L.$$ (4.73)

If we monitor $N_\star$ sources during the time $dt$, we obtain the expected number of microlensing events observed by multiplying the probability that one source undergoes a microlensing event by the number of stars monitored. Finally, by dividing by the time $dt$, we obtain the event rate:

$$\Gamma = \frac{d(N_\star \tau)}{dt} = \frac{2N_\star}{\pi} \int_0^{D_S} n(D_L) \frac{\pi r_E^2}{t_E} dD_L.$$ (4.74)

Assuming that all the Einstein crossing times are identical, we obtain

$$\Gamma = \frac{2N_\star}{\pi t_E}.$$ (4.75)

Therefore, if $t_E \approx 19$ days,

$$\Gamma \approx 1200 \text{yr}^{-1} \frac{N_\star}{10^8} \frac{\tau}{10^{-6}} \left( \frac{t_E}{19 \text{days}} \right)^{-1},$$ (4.76)

meaning that by monitoring $\sim 10^8$ stars, we would expect to observe $\sim 1200$ microlensing events per year. For comparison, the OGLE-IV collaboration, by monitoring $2 \times 10^8$ stars in the galactic bulge, detected $\sim 1500$–$2000$ event candidates/year between 2011 and 2017.

Note that while the optical depth does not depend on the mass, the event rate is mass-dependent because of $\Gamma \propto t_E^{-1} \propto M^{-1/2}$. This property is crucial because it means that we can use the distribution of event timescales to probe the kinematics of the Milky Way and the stellar population in the Galaxy.
4.6 Results from MACHO Searches

Since 1991, several collaborations between groups of astronomers around the globe were born to monitor the densest regions of stars inside and nearby our Galaxy: the bulge and the Small and the Large Magellanic Clouds (SMC and LMC). The primary motivation for these observational campaigns was to search for Massive Astrophysical Compact Halo Objects (MACHOs), i.e. very faint or invisible compact objects such as black holes, neutron stars, white and brown dwarfs. These compact objects were among the baryonic candidates for dark matter. As suggested by Paczynski (1986), compact objects in the halo of the Galaxy would produce a microlensing signal in addition to that produced by known stellar populations in the Galaxy. As discussed earlier, the optical depth for microlensing is minimal, and the event timescales can vary between a fraction of days and hundreds of days. Thus, to have the chance to detect some events, hundreds of millions of stars have to be monitored with a sufficiently short cadence. This requires to build networks of telescopes dedicated to these observations.

The LMC and SMC are sites that host sources that might be microlensed by MACHOs. The galactic bulge is less interesting for searching MACHOs, but searching for microlensing events in this direction can serve to probe the Galaxy structure. Lately, MACHOs searches have also been extended toward the galaxy M31 (Andromeda).

We give a list of collaborations involved in microlensing searches in Table 4.1. One of them (the Optical Gravitational Lensing Experiment, OGLE) is still in operation (OGLE IV). Some of the most interesting results found by these groups can be summarized as follows:

Table 4.1 List of some of the collaborations which have undertaken searches for microlensing events from dark matter candidates

<table>
<thead>
<tr>
<th>Group</th>
<th>Target</th>
<th>Operation time</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>OGLE (Optical Gravitational Lensing Experiment)</td>
<td>1992–now</td>
<td>Bulge, LMC, SMC</td>
<td><a href="http://ogle.astrouw.edu.pl">http://ogle.astrouw.edu.pl</a></td>
</tr>
</tbody>
</table>
• the relatively high rate of detection favored a barred model of the Galaxy;
• toward the Magellanic Clouds, no short events (timescales from a few hours up to 20 days) have been seen by any group. This places strong limits on Jupiters in the dark halo: specifically, compact objects in the mass range $10^{-6}$–0.05 solar masses contribute less than 10% of the dark matter around our Galaxy. This is a significant result, as these objects were previously thought to be the most plausible form of baryonic dark matter, and (for masses below 0.01 solar masses) they would have been virtually impossible to detect directly;
• the detections of microlensing events toward the bulge are most likely caused by known stellar populations. Black holes can contribute to 2% of the total mass of the halo. Sumi et al. (2011) reported, however, an excess of short events, which indicates the presence of free-floating planets in the disk of the Milky Way.

4.7 Multiple Point Masses

4.7.1 Generalities

Deflection Angle

The deflection angle of an ensemble of $N$ point masses was given in Eq. 2.47. Even for such lens, the proper choice of an angular scale allows to write the deflection angle in a convenient form. Generalizing the case of a single point mass, we can define an equivalent Einstein radius for a mass equal to the sum of the point masses, $M_{tot} = \sum_{i=1}^{N} M_i$. The reduced deflection angle can be written as

$$\vec{\alpha}(\vec{\theta}) = \sum_{i=1}^{N} \frac{D_{LS}}{D_L D_S} \frac{4GM_i}{c^2} \frac{(\vec{\theta} - \vec{\theta}_i)}{|\vec{\theta} - \vec{\theta}_i|^2} \frac{M_{tot}}{M_{tot}} = \sum_{i=1}^{N} m_i \frac{\theta_E^2}{|\vec{\theta} - \vec{\theta}_i|^2} (\vec{\theta} - \vec{\theta}_i), \quad (4.77)$$

where we have set $m_i = M_i/M_{tot}$. By further dividing by $\theta_E$, we obtain

$$\bar{\alpha}(\bar{x}) = \sum_{i=1}^{N} \frac{m_i}{|\bar{x} - \bar{x}_i|^2} (\bar{x} - \bar{x}_i), \quad (4.78)$$

where $x = \theta/\theta_E$.

Lens Equation

The lens equation in the dimensionless form then reads

$$\bar{y} = \bar{x} - \sum_{i=1}^{N} \frac{m_i}{|\bar{x} - \bar{x}_i|^2} (\bar{x} - \bar{x}_i). \quad (4.79)$$

Witt (1990) showed that it is convenient to use the complex notation instead of the vectorial form to write this lens equation. Using this notation, $z = x_1 + i x_2$ and
\[ z_s = y_1 + iy_2 \] are the positions on the lens and on the source planes. The complex deflection angle is \( \alpha(z) = \alpha_1(z) + i\alpha_2(z) \) which can then be written as

\[
\alpha(z) = \sum_{i=1}^{N} m_i \frac{(z - z_i)}{(z - z_i)(z^* - z_i^*)} = \sum_{i=1}^{N} \frac{m_i}{z - z_i} ,
\]

where the * symbol denotes the complex conjugate. The lens equation is

\[
z_s = z - \sum_{i=1}^{N} \frac{m_i}{z - z_i} .
\]

By taking the complex conjugate of both sides, we can then solve for \( z^* \):

\[
z^* = z_s^* + \sum_{i=1}^{N} \frac{m_i}{z - z_i} .
\]

This can be inserted into Eq. 4.81 to obtain a complex polynomial equation of degree \( N^2 + 1 \). Thus, the lens equation formally has up to \( N^2 + 1 \) solutions, some of which may, however, be spurious. Rhie (2001; 2003) probed that, in fact, a lens composed of \( N > 3 \) point masses produces a maximum of \( 5(N-1) \) images.

**Critical Lines**

To find the critical lines, we first need to compute the determinant of the lensing Jacobian. In Sect. 3.3, this was found to be

\[
\det A = \left( \frac{\partial y_1}{\partial x_1} + \frac{\partial y_2}{\partial x_2} \right)^2 - \left( \frac{\partial y_1}{\partial x_1} - \frac{\partial y_2}{\partial x_2} \right)^2 .
\]

Using the complex differential operators, we see that

\[
\frac{\partial z_s}{\partial z} = \frac{1}{2} \left( \frac{\partial}{\partial x_1} - i \frac{\partial}{\partial x_2} \right) (y_1 + iy_2) = \frac{1}{2} \left( \frac{\partial y_1}{\partial x_1} + \frac{\partial y_2}{\partial x_2} \right) + \frac{i}{2} \left( \frac{\partial y_2}{\partial x_1} - \frac{\partial y_1}{\partial x_2} \right) .
\]

\[
\frac{\partial z_s}{\partial z^*} = \frac{1}{2} \left( \frac{\partial}{\partial x_1} + i \frac{\partial}{\partial x_2} \right) (y_1 + iy_2) = \frac{1}{2} \left( \frac{\partial y_1}{\partial x_1} - \frac{\partial y_2}{\partial x_2} \right) + \frac{i}{2} \left( \frac{\partial y_2}{\partial x_1} + \frac{\partial y_1}{\partial x_2} \right) .
\]

The imaginary part of Eq. 4.84 is zero, because \( \partial y_1/\partial x_2 = \partial y_2/\partial x_1 \). Thus,

\[
\left( \frac{\partial z_s}{\partial z} \right)^2 = \frac{1}{4} \left[ \left( \frac{\partial y_1}{\partial x_1} \right)^2 + \left( \frac{\partial y_1}{\partial x_2} \right)^2 + 2 \frac{\partial y_1}{\partial x_1} \frac{\partial y_2}{\partial x_2} \right] \]

(4.86)
and
\[
\left( \frac{\partial z_s}{\partial z^*} \right)^* \left( \frac{\partial z_s}{\partial z^*} \right) = \frac{1}{4} \left[ \left( \frac{\partial y_1}{\partial x_1} \right)^2 + \left( \frac{\partial y_1}{\partial x_2} \right)^2 - 2 \frac{\partial y_1}{\partial x_1} \frac{\partial y_2}{\partial x_2} \right] + \left( \frac{\partial y_1}{\partial x_2} \right)^2. \tag{4.87}
\]

By taking the difference of Eqs. 4.86 and 4.87, we obtain that
\[
\left( \frac{\partial z_s}{\partial z} \right)^2 - \left( \frac{\partial z_s}{\partial z^*} \right)^* \left( \frac{\partial z_s}{\partial z^*} \right)^* = \frac{\partial y_1}{\partial x_1} \frac{\partial y_2}{\partial x_2} - \left( \frac{\partial y_1}{\partial x_2} \right)^2 = \text{det} A. \tag{4.88}
\]

Using the lens equation in the form given in Eq. 4.81, we finally see that
\[
\frac{\partial z_s}{\partial z} = 1 \tag{4.89}
\]
and
\[
\frac{\partial z_s}{\partial z^*} = \sum_{i=1}^N \frac{m_i}{(z^* - z_i^*)^2}. \tag{4.90}
\]

Thus,
\[
\text{det} A = 1 - \left| \sum_{i=1}^N \frac{m_i}{(z^* - z_i^*)^2} \right|^2. \tag{4.91}
\]

It follows that the critical lines are defined by
\[
\left| \sum_{i=1}^N \frac{m_i}{(z^* - z_i^*)^2} \right|^2 = 1. \tag{4.92}
\]

The sum in the above equation must be satisfied on the unit circle. The complex solutions of this equation can be found by solving
\[
\sum_{i=1}^N \frac{m_i}{(z^* - z_i^*)^2} = e^{i\phi} \tag{4.93}
\]
for each \( \phi \in [0, 2\pi) \). The above equation is a complex polynomial of order \( 2N \) with respect to \( z \). Thus, for each value of \( \phi \), there are \( 2N \) or less critical points. By varying \( \phi \) continuously, the solutions will trace out \( 2N \) (or less) critical lines. Critical lines corresponding to different solutions may join smoothly (see e.g. Witt 1990). Note that for \( N = 1, m_1 = 1 \) and, by taking \( z_1 = 0 \), we obtain that the critical
line is the Einstein ring (|z| = 1). In the case of multiple point masses, however, the critical lines are much more complicated, as we will see in the next section.

As usual, we can map the critical lines onto the source plane through the lens equation to obtain the caustics.

4.7.2 Binary Lenses

Lens Equation

The binary lens is a particular case of multiple point-mass lenses, where N = 2. In this case, the lens equation is

\[ z_s = z - \frac{m_1}{z^* - z_1^*} - \frac{m_2}{z^* - z_2^*}. \] (4.94)

Since the choice of the reference frame is arbitrary, we may opt for selecting the real axis to pass through the two lenses, as shown in Fig. 4.29. We may further set \( z_2 = -z_1 \).

As discussed in the previous section, the lens equation for the binary lens can be reduced to a complex polynomial equation of degree 5:

\[ c_0 + c_1 z + c_2 z^2 + c_3 z^3 + c_4 z^4 + c_5 z^5 = 0, \] (4.95)

where

\[
\begin{align*}
    c_0 &= z_1^2 [4(\Delta m)^2 z_s + 4m_1 \Delta m z_1 + 4\Delta m z_s z_1^* z_1 + 2m z_s^* z_1^2 + z_s z_1^2 - 2\Delta m z_s^3 - z_s z_1^4] \\
    c_1 &= -8m_1 \Delta m z_s z_1 - 4(\Delta m)^2 z_1^2 - 4m_2^2 z_1^2 - 4m z_s z_1^2 - 4\Delta m z_s^3 - z_s z_1^2 + z_s^2 z_1^4 - z_1^6 \\
    c_2 &= 4m_2^2 z_s + 4m_1 \Delta m z_1 - 4\Delta m z_s z_1^* z_1 - 2z_s z_1^2 z_1^2 + 4\Delta m z_1^3 + 2z_s z_1^4 \\
    c_3 &= 4m z_s z_1^* + 4\Delta m z_s^3 z_1 + 2z_s^2 z_1^2 - 2z_1^4 \\
    c_4 &= -2m z_s^* + z_s z_1^2 - 2\Delta m z_1 - z_s z_1^2 \\
    c_5 &= z_1^2 - z_s^2. \end{align*}
\] (4.96)

In the above equations we have introduced \( \Delta m = (m_1 - m_2)/2 \) and \( m = (m_1 + m_2)/2 \) (Witt & Mao 1995).

Critical Lines and Caustics

It can be shown that Eq. 4.95 has 3 or 5 images depending on the distance between the two point masses and on their mass ratio. This can be better understood by looking at the structure of the critical lines and caustics. The critical lines can be found as explained above by solving the Eq. 4.93. In the case of the binary lens, this
assumes the form

\[
\frac{m_1}{(z^* - z_{1*})^2} + \frac{m_2}{(z^* - z_{2*})^2} = \frac{m_1}{(z^* - z_{1*})^2} + \frac{m_2}{(z^* + z_{1*})^2} = e^{i\phi}
\]  

(4.97)

for \( \phi \in [0, 2\pi) \). By getting rid of the fractions, the equation can be turned into

\[
z^4 - z^2(2z_{1*}^2 + e^{i\phi}) - zz_{1*}^2(m_1 - m_2)e^{i\phi} + z_{1*}^2(z_{1*}^2 - e^{i\phi}) = 0 .
\]  

(4.98)

The left side is a fourth-degree polynomial. Thus, for each \( \phi \) there are up to four solutions of this equation.

In the python application in Sect. 4.9.5, we show how to find the solutions of the above equation and to derive the critical lines and caustics of the binary lens. Depending on the ratio of the two masses, \( q = m_1/m_2 = M_1/M_2 \), and the separation between the two lenses in units of the equivalent Einstein radius, \( d = |z_1 - z_2| \), the resulting caustics can be one, two, or three.

We distinguish between wide, intermediate, and close systems based on the topology of the caustics, as shown in Fig. 4.13. More precisely:

- in wide systems, there exists two separate extended caustics, which correspond to the point-like caustics associated with the individual lenses. The caustics’ shape resembles an astroid with four cusps, resulting from each lens’s reciprocal perturbation. Indeed, the presence of two masses breaks the symmetry of the point-mass lens. The wide topologies are typical of binary systems with large separations between the two lenses;
- in intermediate systems, there exists a single caustic, characterized by six cusps. This caustic is the result of the merging of the two individual astroid-like caustics in wide systems, which happens when the lenses are brought closer to each other (or when the masses of the individual lenses are increased, thus making the equivalent Einstein radius bigger, and reducing \( d \));
- finally, in close systems, there are three caustics. Two have triangular-like shapes, and one is an astroid-like caustic with four cusps. The triangular shape caustics are at the same distance from the axis connecting the two lenses. In binary lenses with \( q \sim 1 \), they are located nearly on an axis passing through the central caustic.

The transitions between these topologies occur when two critical lines merge at one point (Mollerach & Roulet 2002). This happens where not only \( \det A = 0 \) but also \( \partial \det A/\partial z^* = 0 \) (the gradient of the Jacobian determinant is zero). These are saddle points of the surface \( \det A(\vec{\theta}) \). In particular, it can be shown that the transition between wide and intermediate regimes occurs for a separation between the lenses (in units of the equivalent Einstein radius) of

\[
d_{WI} = (m_1^{1/3} + m_2^{1/3})^{3/2} .
\]  

(4.99)
Fig. 4.13 Critical lines (left panels) and caustics (right panels) of a binary lens system for different values of the separation between the point masses, $d$. From the top to the bottom, we show examples of wide, intermediate, and close topologies. The results refer to the case of a lens with $M_2 = 1M_\odot$ and $q = 0.8$. The critical lines and the caustics are overlaid to the maps of the magnification on the lens and on the source planes, respectively.

On the other hand, the transition between intermediate and close regimes occurs when

$$d_{IC} = (m_1^{1/3} + m_2^{1/3})^{-3/4}. \quad (4.100)$$
A detailed discussion about caustic topologies in binary lenses is presented in Erdl and Schneider (1993).

If $q$ significantly differs from unity, i.e. one mass component is dominant over the other, the shape of the caustics changes as shown in Fig. 4.16. In particular:

- in wide lenses, the caustic of the primary (i.e. most massive) component is smaller than the caustic of the secondary. Besides, it is highly asymmetric and elongated toward the secondary. The two caustics are shifted toward the primary lens.
- in intermediate lenses, the caustic is thinner on the side of the primary and fatter on the side of the secondary;
- in close lenses, the triangular caustics are located behind the primary lens, opposite to the secondary lens. They are still equidistant from the axis passing through the two point masses.

**Multiple Images**

Solving Eq. 4.95 leads to finding the multiple images of a source at $z_s$. We obtain these solutions using numerical methods, as illustrated in Sect. 4.9.6. Here, we give some brief and qualitative statements about the occurrence of multiple images.

- a source outside the caustics has only three images, meaning that two lens equation solutions are spurious. Two of these images form inside the critical lines and, for large distances of the source from the binary lens, their positions are very close to the point masses. They are analogs of the image with negative parity in the single point-mass lens case (see Eq. 4.11). The image outside the critical lines corresponds to a local minimum of the time delay surface and has positive parity;
- when the source is on the caustic, two additional images appear on the critical line (thus they are formally indistinguishable and have infinite magnification);
- when the source is inside the caustics, five images exist.

**Remark 4.3.** Note that, due to the singularity of the two point-masses’ lensing potential, there are always at least three images of a single source.

The above statements can be verified by looking at Fig. 4.14. In the left panel, we show the critical lines of a binary lens. The case chosen corresponds to values of $q = 1$ and $d = 1$, respectively. We show the corresponding caustics in the right panel, where we also display the trajectory of a source in motion relative to the binary lens. Similarly to the case of a single point lens, we can describe this trajectory using few parameters, as shown in Fig. 4.29, namely the minimal distance of the source from the center of the reference frame, $y_0$, the time $t_0$ when it reaches this distance, and the inclination angle $\theta_S$ relative to the real axis. More details are given in Sect. 4.9.5. We use a color sequence to show the source position as a function of time. We show the images, also color-coded, in the left panel.
Fig. 4.14 Images of a source moving behind a binary lens. In the right panel, we show the lens caustics and the trajectory of the source. We color-code the source position as a function of time. We show the corresponding images in the left panel, together with the lens critical line. The binary lens consists of two stars of equal mass at a distance of $d = 1$. Thus the caustic is resonant.

The source trajectory crosses the lens caustics at two points. Let us call the corresponding crossing times $t_1$ (light blue) and $t_2$ (green). Before $t_1$ and after $t_2$, there are three images of the background source. Between $t_1$ and $t_2$, the images are five. In particular, two images appear at the time $t_1$ on the lens critical line. While the source moves across the caustic, one of the images moves outside the critical line, while the other follows a trajectory that brings it near the star of mass $m_1$. The outer image approaches the critical line again at $t_2$ when it merges with one of the inner images. The two images disappear once the source has crossed the caustic again.

**Image Magnifications and Light-Curves**

As in the case of microlensing by single lenses, the multiple images are not spatially resolved. Thus, the microlensing events involving binary lenses also manifest through variations of the source luminosity. However, the source light-curves are significantly more complex than those of the single point-mass lenses.\(^2\)

The shape of the light-curve reflects how the sum of the magnifications of the images changes as a function of time:

$$\mu(t) = \sum_{j=1}^{N_{ima}} |\mu_j(t)|.$$ \hspace{1cm} (4.101)

\(^2\)Even in the case of binary lenses, microlensing events produce astrometric signatures.
The magnification of image \( j \) is obtained by inserting the image position \( z_j(t) \) in Eq. 4.91:

\[
\mu_j(t) = \left[ 1 - \frac{1}{\sum_{i=1}^{N} \frac{m_i}{z_j^*(t) - z_i^*}^2} \right]^{-1}.
\] (4.102)

In Sect. 4.9.7, we discuss how to compute the light-curve of a source in the background of a binary lens. The shape of the light-curve reflects the pattern of the magnification along the trajectory of the source. In the left panel of Fig. 4.13, we overlay the caustics to the source plane magnification maps (the maps in the left panels show the image-plane magnification instead). We compute the total source magnification at each position using Eq. 4.102. Some features of the magnification maps are important to remind:

- lobes of high magnification surround the cusps of the caustics. Thus, when they pass near the cusps, sources experience high magnifications, which appear as bumps in their light-curves;
- the folds of the caustics mark sharp transitions in magnification from outside to inside the caustics. The magnification rises suddenly when a source crosses the caustics fold, declines more gently while the source is inside the caustic, before rising again when the source approaches another fold. Then, after crossing the fold, the magnification drops. Because of the magnification pattern, caustic crossings appear in the light-curves as sharp transitions characterized by asymmetric profiles. Witt and Mao (1995) showed that, while the source is inside the caustic, the total magnification cannot be smaller than 3;
- extended regions of high magnification are present along the direction connecting the caustics of wide and close lenses. Therefore, the passage of the source in between caustics also produces a bump in the light-curve.

We show in Fig. 4.15 the light-curve corresponding to the example in Fig. 4.14, regarding a source moving past a six-cusp caustic in an intermediate lens. As discussed, the signatures of the passage of a source across the caustic are two very sharp spikes in the light-curve. In between them, the light-curve has a characteristic "U"-shape. The passage of the source near the lens’s cusp produces another single bump in the light-curve.

Finite source size effects affect the sharpness of these transitions in the light-curves. Indeed, if the source’s size is not negligible, the light-curve appears smoothed, while the event lasts longer (because the source takes more time to cross the fold of the caustic). Because of the more extended size of the caustics, we can detect finite source size effects in binary lenses more easily than in single lenses (where we can see them only if the impact parameter \( y_0 \) is very small). As discussed earlier, such effects are essential to constrain the caustics’ size and derive \( \theta_E \), helping to break the model degeneracies.
4.8 Planetary Microlensing

A system made of a planet orbiting a star is a particular binary lens where the star dominates the mass budget. For Jupiter-like planet orbiting a solar mass star $q \sim 10^{-3}$. Conversely, for an Earth-like planet $q \sim 3 \times 10^{-6}$. Given the small mass ratio, the light-curve is very similar to the standard microlensing light-curve by a single star most of the time. The presence of a secondary lens (the planet) produces localized perturbations to the magnification pattern, which manifest through short-time variations of the standard light-curve. The features produced by the planet have shapes that strongly depend on the source’s trajectory relative to the lens. They depend on whether the source passes near the perturbed caustic of the star or the planetary caustics.

4.8.1 Perturbations of the Central Caustic

As discussed earlier, the caustic shape is essential. Also, in the case of planetary microlensing, three types of caustic (and critical line) topologies are possible: wide, intermediate (or resonant), and close.

Figure 4.16 illustrates how the caustics and the critical lines of a binary lens change when we vary the mass ratio of $q$ while keeping $d$ fixed. The examples shown in the three columns refer to the three topologies mentioned above. First, we focus on the central caustic, i.e. the caustic of the primary lens, in the cases of wide and close topologies (left and right columns). Four cusps and four folds characterize the caustic shape. Because of the small value of $q$, the caustic is very asymmetric and elongated in the planet’s direction, with one cusp pointing toward it. Three additional cusps are located on the back of the caustic (relative to the planet).

In both cases of wide and close topologies, the caustic becomes smaller as $q$ decreases. Also, the angular distance between the star and its caustic becomes
Fig. 4.16 Caustics of a binary lens for different values of the mass ratio $q$. The left, central, and right panels refer to wide, intermediate, and close topologies. In each panel, the two mass components are indicated with a red star and with a circle. In the cases with $q \ll 1$, the green circle represents a planet-like mass. The black circle in each panel gives the equivalent Einstein radius. The insets show zooms over the central caustics.

This result is not surprising: as long as the two masses are well separated, putting most of the mass into one of the two lenses makes the overall system very similar to a single point-mass lens, which is only weakly perturbed by the secondary. Similarly, bringing the star and the planet close to each other, the central caustic shrinks (close topology), as the lens also becomes more and more similar to a single point lens.

The insets in Fig. 4.16 show that the central caustic of wide and close binary lenses are degenerate for $q \ll 1$. In particular, close star-planet pairs with separation $d_c$ have central caustics identical to those of wide systems with separation $d_w = d_c^{-1}$ (as in the examples shown in the left and in the right panels of Fig. 4.16). This degeneracy is called "wide-close degeneracy".)
Figure 4.17 is analogous to Fig. 4.13 but refers to the case of a star-planet system where the primary lens has mass $M_2 = 1 M_\odot$ and $q = 10^{-3}$. The magnification maps in the right panels show some interesting features that are important to interpret the light-curves’ shape. They show that the central caustic back is a region of de-magnification in close and wide systems. Dips in the light-curves are, therefore, strong indications of the presence of a planet.

Figure 4.18 shows some examples of the effects of the central caustic perturbations by planets on the source light-curve. The dotted line gives the source trajectory in each of the left panels. The central panels zoom over the central caustic. The
source trajectory is indicated here by a color sequence, which allows the source position’s read-off when a perturbation of the light-curve appears in the right panels. From the upper to the lower panels, the source trajectory passes behind, across, or in front of the central caustic (relative to the planet’s position given by the blue dot in the left panels). The standard light-curve, i.e. the light-curve we would measure in the absence of the planet, is given by the right panels’ dashed black lines.

When the source passes behind the central caustic (upper panels), we notice a negative deviation of its light-curve from the standard light-curve of a point lens, followed by a positive variation when the source passes close to one of the back cusps.

If the source crosses the caustic (middle panels), two peaks appear in the light-curve when the source enters and exits the central caustic. Finally, if the source passes near the pronounced cusp between the star and the planet, where the magnification is incredibly strong, a single, sharp peak in the light-curve shows up (bottom panels).
It is worth noticing that all these perturbations are near the standard light-curve peak, i.e. they occur in a high-magnification regime. This fact is particularly relevant for event detectability. In some sense, events like these are predictable because we can discover the primary microlensing event earlier than the planet perturbation appears. If the search strategy consists of detecting the primary event and triggering a follow-up (as in the first generation of microlensing surveys), the cadence at which the light-curve is monitored can be adjusted to make the detection of such planet perturbations possible. Besides, photometric measurements in such events can be more accurate (Gaudi 2012).

### 4.8.2 Perturbations of the Planetary Caustic

Another way to detect a planet around a star is by using signatures of the planetary caustics. We can estimate these caustics’ distance from the central caustic (which is roughly coincident with the host star’s projected position) from the lens equation. If the planet is at a distance $d$ from the host star, then the distance between the planetary and the central caustic is $s \sim |d - d^{-1}|$.

In wide topologies, the planetary caustic is an astroid-like caustic with four cusps and four folds. Han (2006) showed that the size of this caustic scales as $\sim q^{1/2}d^{-2}$. Signatures of this caustic in the light-curve are single- or double-peaks occurring when the source passes close to a cusp or across the folds. We show some examples of these perturbations in the upper panels of Fig. 4.19. The perturbations can be detected near the primary light-curve’s peak if the source trajectory is nearly perpendicular to the binary lens axis, in the wings otherwise. In all cases, planetary caustic events occur in low- to medium-magnification regimes as the source passes at a relatively large distance from the star.

In close topologies, there are two planetary caustics with three cusps and three folds. They are located on the opposite side of the star relative to the planet (see the bottom panels in Fig. 4.19). The two caustics’ positions are symmetric with respect to the axis passing through the star and the planet. Han (2006) showed that the caustic size scale as $\sim q^{1/2}d^3$. The separation between the two caustics is $\sim 2q^{1/2}(d^{-2} - 1)^{1/2}$, and their distance from the star is $\sim d^{-1} - d$. The signatures of these caustics in the source light-curve can be single- or double-peaks corresponding to the cases where the source passes near the cusps or across the caustics. Besides, the region in between the two triangular caustics is characterized by a relatively low magnification, as shown in Fig. 4.17. Thus, we see a dip in the primary microlensing event light-curve when the source passes near these planetary caustics and crosses the axis of the binary lens.

Remark 4.4. Negative deviations from the standard light-curve are signatures of planets.
4.8.3 Perturbations of the Resonant Caustic

Intermediate (or resonant) caustics are possible only for a narrow range of separations between the star and the planet. Let us consider the transition between wide and intermediate topologies (Eq. 4.99), which can be written in terms of the mass of
the primary lens $m_2$ and of $q$ as

$$d_{WI} = (1 + q^{1/3})^{3/2}m_2^{1/2}. \quad (4.103)$$

We recall that $d$ is the angular separation between the two masses in units of the equivalent Einstein radius, $\theta_E$, which is in turn related to the Einstein radius of the primary by

$$\theta'_E = m_2^{1/2}\theta_E. \quad (4.104)$$

Thus, $d_{WI}$ can be re-written in units of the Einstein radius of the primary star as

$$d'_{WI} = d_{WI}/m_2^{1/2} = (1 + q^{1/3})^{3/2} \sim 1 + 3/2q^{1/3}. \quad (4.105)$$

For very small values of $q$, we obtain that

$$d'_{WI} \sim d_{WI} \sim 1 + 3/2q^{1/3}. \quad (4.106)$$

Similarly, from Eq. 4.100, we obtain that

$$d'_{IC} \sim d_{IC} \sim 1 - 3/4q^{1/3}. \quad (4.107)$$

Therefore, the range of distances between the star and the planet for which the caustic is resonant is

$$d'_{WI} - d'_{IC} \sim \frac{9}{4}q^{1/3}. \quad (4.108)$$

This range is very slim for small values of $q$. In particular, both $d'_{WI}$ and $d'_{IC}$ are close to one for $q \ll 1$. Thus, in the case of resonant caustics, the planet is as far from the star as one Einstein radius. This is shown in the examples shown in the central column of Fig. 4.16.

**Remark 4.5.** For a given $q$, even small changes of $d$ have dramatic effects on the resonant caustic shape. This is shown in Fig. 4.20 for a star-planet lens with $q = 10^{-3}$. Extremely different caustic shapes are obtained for star-planet pairs with $d$ varying in the range $d \in [0.95, 1.1]$. Consider a source that enters the resonant caustic at the time $t$. Due to the relatively large extension of the caustic, the time $\Delta t = t' - t$ needed to the source to exit the caustic can be long enough that, in the meanwhile, $d$ has changed because of the orbital motion of the planet. Consequently, the overall shape of the resonant caustic has changed too. Modeling the variation of the caustic shape as a function of time in resonant caustic crossing events allows to set constraints on the orbital motion of the planet (see, e.g. Gaudi et al. 2008)
Fig. 4.20  Shape of the resonant caustic of a star-planet lens with $q = 10^{-3}$ for several values of $d$

We show some examples of light-curve perturbations by a resonant caustic in Fig. 4.21. The source’s passage in front, across, or behind the caustic corresponds to either positive or negative deviations from the standard light-curve. These perturbations are located near the standard light-curve’s peak, and, because the caustic is close to the star, these events occur in intermediate- to high-magnification regimes.
An essential property of the resonant caustic is that it is generally weak, as shown in Fig. 4.17. As the source approaches the caustic folds, the magnification rises sharply (see the middle panels of Fig. 4.21). However, such short magnification boosts can be washed-out by finite source size effects, resulting in being difficult to detect.

### 4.8.4 Perturbations of the Inner and Outer Images

As discussed above, planetary microlensing events cause deviations from the standard light-curve of the primary microlensing event produced by the star. Here, we show that they result from the perturbation of either the inner or the outer images in the primary microlensing events.

Some examples are shown in Fig. 4.22. The upper panels refer to a wide caustic topology, as shown in the left panel. We consider the positions of the source at

![Fig. 4.22](image)

**Fig. 4.22** Perturbation of the inner and outer images in the primary microlensing event by planets. We assume that the primary star has mass $M_2 = 1 M_\odot$ and that $q = 10^{-3}$. Each row of panels refers to a different caustic topology (wide, close, and resonant, from the upper to the lower panels). We show the caustics and the source positions at different times in the first panel on the left in each row. The time is color-coded from blue to red. The second panel shows the critical lines and the positions of source images. The positions of the star and the planet are given by the red and the blue stars. Even in this case, the colors help associate the images to the left panel’s corresponding source positions. In the third panel, we zoom over the planetary critical lines to show how the planet’s images are affected. The sources are assumed to have circular shapes, with radius $r = 0.01 \theta_E$. The fourth panel shows the source light-curve during the microlensing event.
different times along its trajectory, indicated with different colors. The trajectory is such that the source crosses the planetary caustic (see green color). We show the source images and the critical lines in the second panel. When the source is far from the planet, it has two images, one inside and one outside the Einstein ring of the host star. In the third panel, we zoom over the planetary critical line. For illustration purposes, we have assumed that the source has a circular shape and that its radius is $r = 0.01\theta_E$. Thus, the images are extended, and we can appreciate their distortion and magnification. When the source is inside the planetary caustic, the outer image is affected by the planet. Specifically, it splits into additional multiple images. Therefore, the anomaly in the source light-curve shown in the right panel is the consequence of the perturbation by the planet of the outer image in the primary microlensing event.

Similarly, the middle panels show the planetary perturbation of the inner image in a close topology case. In this case, the inner image is de-magnified when it is close to the planetary critical lines. Consequently, we observe a dip in the source light-curve.

The bottom panels illustrate the case of a source passing near the cusp of a resonant caustic. In this case, the planet magnifies the outer image in the primary event.

**Remark 4.6.** The examples shown above illustrate that microlensing is sensitive to planets near the host star’s Einstein radius. For solar mass stars in between us and the bulge, the Einstein radius’s size is $\sim 2–4$ AU, which is thus the typical orbital size of planets that can be detected via microlensing.

### 4.8.5 Analysis of the Light-Curve in a Planetary Caustic Crossing Event

The connection between anomalies in the light-curve and image locations allows to derive meaningful information about the star and the planet from the light-curves (Gaudi & Gould 1997). For example, let us consider the case illustrated in the upper panels of Fig. 4.22. We can use the standard light-curve model given in Eq. 4.33 for describing the primary event, which allows us to obtain $t_E$, $t_0$, and $y_0$.

**Remark 4.7.** Note that $y_0$ denotes the minimal distance of the source from the star here, as in the case of single point lenses. It is not the minimal distance from the mid-point between the star and the planet, which was chosen as the origin of the reference frame for binary lenses (see Fig. 4.29). Similarly, $t_0$ is the time when the distance between the star and the source is $y_0$. Let us re-define the minimal distance of the source from the mid-point between the star and the planet as $y'_0$, and the corresponding source passage time as $t'_0$. From the geometrical construction in Fig. 4.29, we can derive the following relations between $t'_0$ and $y'_0$ and the parameters
\(y_0\) and \(t_0\) of the primary event:

\[
t'_0 = t_0 + t_E \cos \theta_S \Re(z_2),
\]
\[
y'_0 = y_0 + \sin \theta_S \Re(z_2).
\]

The time of the planetary anomaly, \(t_p\), can be used to find the planet’s distance from the host star. Indeed, the anomaly in the light-curve marks the passage of the source on the planetary caustic. The distance of the planetary caustic from the central caustic (and from the host star) is thus

\[
y_p(t_p) = \sqrt{y_0^2 + \left(\frac{t_p - t_0}{t_E}\right)^2}.
\]

Using the lens equation, the distance of the planet from the host star is thus

\[
d = \frac{y_p \pm \sqrt{y_p^2 + 4}}{2}.
\]

The sign to choose in the above equation depends on the caustic topology. In the case considered here, we choose the plus sign because the planet perturbs the outer image.

From the light-curve, we can also measure the length of the planetary perturbation, which is approximately equal to the Einstein crossing time of the planet, \(t_{E,p}\). As shown in Eq. 4.30, \(t_E\) and \(t_{E,p}\) are proportional to square root of the masses of host star and of the planet, respectively. Therefore, the mass ratio \(q\) can be estimated as

\[
q \approx \left(\frac{t_{E,p}}{t_E}\right)^2.
\]

Of course, a more detailed model of the system is necessary to measure the lens parameters accurately. Specific software has been developed to perform fast and accurate numerical calculations of light-curves to be fitted to the data (see, e.g. Bozza 2010, Bozza et al. 2018). This software also includes features which were not addressed in detail here, such as orbital motions. Note that the microlensing degeneracy discussed in the case of single point masses persists. Finite source size and microlensing parallax effects can be used to break the degeneracy (Udalski et al. 2005). In rare cases, HST imaging or adaptive optics on large telescopes allows resolving the host star (Batista et al. 2015, Bennett et al. 2006; 2015).

Modeling planetary events remains, however, a challenging job. As discussed earlier, a fundamental degeneracy exists between close and wide systems. Besides, similar features in the light-curves can be produced by planetary microlensing and close/wide binary lenses (Han & Gaudi 2008). Although rare, binary sources lensed
by single lenses can produce features similar to those produced by a planetary caustic perturbation (Jung et al. 2017a;b).

### 4.8.6 Planetary Microlensing Detections

The search for planets using microlensing is a relatively young field of research. Mao and Paczynski (1991) and Gould and Loeb (1992) were the first to point out that planets could be found in this way. To date, \( \sim 90 \) planets have been discovered using microlensing.\(^3\) Compared to other methods to find planets, like, e.g. the radial velocity shifts, or the transits methods, which led to discovering thousands of planets so far, this number may seem tiny. Nevertheless, microlensing is unique in many ways, and for this reason, complementary to the methods mentioned above.

First of all, the processes that lead to a planet’s formation are yet not fully understood (Armitage 2010, e.g.). Planets form from gaseous proto-planetary disks, but several models exist that explain their growth. For example, in the accretion model, terrestrial planets form by accretion onto a solid core. If the core is sufficiently massive (\( \sim 8 M_\oplus \)), subsequent accretion of gas leads to gas giant planets’ formation. Alternatively, in the so-called gas-collapse model, giant planets form from the gas’s direct collapse in the proto-planetary disk due to gravitational instabilities. Scenarios of these kinds lead to different distributions of planet masses and distances from the host stars. Thus, making a census of planets around several types of stars and measuring their masses and orbital parameters are essential steps to validate planet formation models.

Unfortunately, there is no single method to find planets that allow probing the complete range of relevant masses and distances. For example, radial velocity shifts and transits are most efficient at finding massive planets within \( \sim 1 \) AU from their host stars. Thus, these methods do not allow to explore regions of the planetary systems that are particularly interesting for testing the scenarios of planet formation, like the so-called *habitable zone* (where liquid water can exist on the planet surface) or even more the region beyond the *snow line* (e.g. Lissauer 1987). This line marks the boundary distance from a star beyond which temperature drops below the point where water turns into ice. As an order of magnitude, this distance corresponds to \( \sim 1 \) AU.

As seen in the previous sections, microlensing is sensitive to planets near the host star’s Einstein radius, \( \sim r_E = D_L \theta_E \). For a solar mass star at \( D_L \sim 4 \) kpc and a source at \( D_S \sim 8 \) kpc, the Einstein ring radius is \( \sim 4 \) AU. This distance is similar to the semi-major axis of Jupiter’s orbit (5.2 AU). Microlensing is thus complementary to the other methods to find planets. It allows us to explore a region in the planet mass vs. semi-major axis plane, which is difficult to investigate otherwise (Gaudi 2012). All the current microlensing events, which include planetary signatures, have been found at distances of several kilo-parsecs from the Sun (Tsapras 2018). Most of

\(^3\)https://exoplanetarchive.ipac.caltech.edu.
the planets detected with other methods are instead confined within \( \lesssim 1 \) kpc. Since the Milky Way has a metallicity gradient (Daflon & Cunha 2004), microlensing detections are crucial to investigate planet formation in regions that are chemically different from the solar neighborhood.

The first detection of planetary microlensing is dated back to 2004, when the OGLE and MOA collaborations observed the event dubbed OGLE-2003-BLG-235/MOA-2003-BLG-53 toward the bulge of the Milky Way (Bond et al. 2004). The light-curve is a single-lens profile with a short (\(~7\) days) deviation exhibiting the U-profile typical of a caustic crossing. The data are consistent with resonant caustic crossing event produced by a star-planet lens with \( t_E = 61.5 \pm 1.8 \) days, \( q = 3.9^{+1.1}_{-0.7} \times 10^{-3}, \) and \( d = 1.120 \pm 0.007. \) The host star’s identification with HST allowed deriving other physical properties of this system (Bennett et al. 2006). The planet turned out to be a super Jupiter with mass \( M_p = 2.6^{+0.8}_{-0.6} M_J \) orbiting around a \( M \)-dwarf star with mass \( M = 0.63^{0.07}_{-0.09} M_\odot. \) The semi-major axis of the planet orbit is \( a = 4.3^{+2.5}_{-0.8} \) AU.

The second planet discovered via microlensing (MOA-2007-BLG-400) is a super Jupiter planet orbiting around an \( M \)-dwarf star (Dong et al. 2009, Udalski et al. 2005). This discovery immediately raised the suspicion that such planetary systems are far from being rare. In fact, about \(~20\%\) of the microlensing detected planets are of this kind (Batista et al. 2011, Calchi et al. 2018, Han et al. 2013, Jung et al. 2015, Koshimoto et al. 2017; 2014, Poleski et al. 2014, Shin et al. 2016, Shvartzvald et al. 2014, Street et al. 2013, Udalski et al. 2005).

The third and the fourth planet detections with microlensing are mini-Neptune-like planets (Beaulieu et al. 2006, Gould et al. 2006). Given their low mass (\(~\) few Earth masses), these planets are more difficult to detect compared to Jupiter-like planets. Thus, simple statistical arguments suggest that they are even more common than Jupiters. As new detections were made, it was possible to measure the mass ratio distribution of cold exoplanets (Sumi et al. 2010), which was found to scale as

\[
\frac{dN}{d \log q} \propto q^{-0.7 \pm 0.2} \tag{4.114}
\]

with a 95\% confidence level upper limit of \( n < -0.35 \) (where \( dN/d \log q \propto q^n \)). This implies that Neptune-mass planets are at least three times more common than Jupiters at the 95\% confidence level.

### 4.9 Python Applications

#### 4.9.1 Standard Microlensing Light-Curve

In this example, we derive the standard light-curve in a microlensing event involving a point lens and a point source. We assume that the lens position is fixed. The source
moves with a constant transverse velocity $v$ relative to the lens (or relative proper motion $\mu_{rel} = \frac{v}{D_L}$), as shown in Fig. 4.2.

We define two python classes, one for the source and one for the lens. The first is very simple:

```python
from astropy import constants as const
from astropy import units as u
import numpy as np

class point_source(object):
    def __init__(self, flux=1.0, ds=10.0, vel=200.):
        """
        Initialize a point source.
        Parameters:
        - flux: baseline flux
        - ds: source distance
        - ds: source relative velocity
        """
        self.ds = ds
        self.flux = flux
        self.vel = vel
```

We create a `point_source` by specifying its baseline flux, distance, and relative velocity. Note that we imported some useful packages from `astropy`. We will use some constants defined in the module `constants` and make unit conversions using the module `units`.

The second class, `point_lens`, contains several methods implementing formulas discussed in Sects. 4.1 and 4.2. We initialize an instance of the class as follows:

```python
class point_lens(object):
    """
    Initialize a point lens.
    Parameters:
    - ps: point source
    - mass: lens mass
    - dl: lens distance
    - t0: time of minimal distance from the source
    - y0: impact parameter
    """
    def __init__(self, ps, mass=1.0, dl=5.0, ds=8.0, t0=0.0, y0=0.1):
        self.M = mass
        self.dl = dl
        self.ps = ps
        self.y0 = y0
        self.t0 = t0
        self.tE = self.EinsteinCrossTime()
```
The first argument is the instance of the `point_source` class. The other parameters are the lens mass and distance, the time of the magnification peak, and the impact parameter. The initialization function contains a call to a function to calculate the Einstein crossing time, given in Eq. 4.29. This function calls another function to calculate the Einstein radius using Eq. 4.7:

```python
# a function returning the Einstein radius
def EinsteinRadius(self):
    mass=self.M*const.M_sun
    G=const.G
    c=const.c
    # conversion factor: radian to arcsec
    aconv=np.rad2deg(1.0)*3600.0*u.arcsecond
    return((np.sqrt(4.0*(G*mass/c/c).to('kpc')*(self.ps.ds-self.dl)/self.dl/self.ps.ds/u.kpc)*aconv)

# a function returning the Einstein radius crossing time
def EinsteinCrossTime(self):
    theta_e=self.EinsteinRadius()
    return(((theta_e.to('radian').value*self.dl*u.kpc).to('km')/self.ps.vel/u.km/u.s).to('day'))
```

We define a function to compute the source position relative to the lens at the time \( t \). Function returns the two components of the vector \( \mathbf{y}(t) \):

```python
# a function returning the coordinates of the unlensed source
# at time \( t \)
def y(self,t):
    y1=(t-self.t0)/self.tE.value
    y2=np.ones(len(t))*self.y0
    return(y1,y2)
```

Finally, the function `mut` calculates the magnification as a function of time, using Eq. 4.33:

```python
def mut(self,t):
    y0,y1=self.y(t)
    y=np.sqrt(y0**2+y1**2)
    return (self.ps.flux*(y**2+2)/y/np.sqrt(y**2+4))
```

We assume that the source is at a distance of \( D_S = 8 \) kpc and that its relative velocity is \( v = 200 \) km/s:

```python
ps = point_source(flux=1.,ds=8.0,vel=200.)
```

We will display the light-curves for a variety of impact parameters \( y_0 \). The choice of \( t_0 \) is not important, because we will display the light-curves as a function of \( (t - t_0)/t_E \).
# initialize the impact parameters
y0=np.linspace(1.0,0.1,10)

# passage at the minimum distance from the lens
t0=365  # days

We assume that the lens mass is $M = 0.3 \, M_\odot$ and that the lens distance is $D_L = 4$ kpc. For each value of the impact parameter, we can now calculate the magnification as a function of time as follows:

```python
for i in range(y0.size):
    pl = point_lens(ps,mass=0.3,dl=4.0,t0=t0,y0=y0[i])
    t=pl.t0+np.linspace(-2,2,200)*pl.tE.value
    mut=pl.mut(t)
```

We show the resulting light-curves in Fig.4.3.

### 4.9.2 Fitting the Standard Light-Curve

The microlensing light-curve is defined by the parameters $t_0, y_0, a n d t_E$. This last quantity depends also on $M, v_{rel}, D_L, a n d D_S$. Besides, the light-curve normalization depends on the baseline flux $f$. How precisely can we measure all these parameters?

Here, we set up the following experiment:

- we simulate the observation of a microlensing event and generate synthetic data, including measurement errors;
- we use the package lmfit to fit the data;
- we perform a Bayesian analysis using the package emcee to estimate the posterior probability distributions of the parameters.

We assume that the lens has a mass of $M = 0.3 M_\odot$ and is at a distance of $D_L = 4$ kpc. We further assume that the source at a distance of $D_S = 8$ kpc. The source baseline flux is $f = 10$ (the units are arbitrary) and the impact parameter is $y_0 = 0.3$. The relative velocity of the source is $v = 210$ km/s. We assume that we could monitor the source star for a long period (2 years) and collect data regularly. This assumption is unrealistic, but we want to test an ideal situation. Also, we assume that the errors on the photometric measurement are at the level of 5%. The peak magnification occurs at $t_0 = 365$ days.
The code used to generate the synthetic data is here below. We use the classes `point_source` and `point_lens` from the previous example.

```python
# input parameters for the source and the lens
# create a point source
ps = point_source(flux=10., ds=8.0, vel=210.)
# create a point lens
pl = point_lens(ps, mass=0.3, dl=4.0, t0=365, y0=0.3)
# create a mock light-curve
mut = pl.mut(t) + (np.random.randn(len(t)) * 0.05)
# we assign to the data some errors, which we assume to be a
# constant fraction of the measurement
emut = mut * 0.05
```

The light-curve is displayed in Fig. 4.23 (blue points with error bars).

As said, to fit the data, we use the python package `lmfit`. This package allows building complex fitting models for non-linear least-squares problems. The implementation shown here was obtained by closely following the examples in the package documentation, which can be found at this link: [http://cars9.uchicago.edu/software/python/Lmfit_MinimizerResult/intro.html](http://cars9.uchicago.edu/software/python/Lmfit_MinimizerResult/intro.html)

We begin by setting up some initial guesses for the model parameters, storing them in a `lmfit.Parameter` object, including also some plausible ranges where the parameters can vary:

```python
import lmfit

# initial guesses for the parameters:
# t0, M_lens, DL, DS, vel, y0, flux0
p = lmfit.Parameters()
```
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```python
p.add_many(('t0', 400., True, 0, 720), ('M_lens', 1.0, True, 0.001, 100.0),
(‘DL’, 5., True, 0.1, 10.), (‘DS’, 8., False, 5., 15.),
(‘vel’, 250, True, 50., 300.), (‘y0’, 0.8, True, 0.01, 1.0),
(‘flux0’, 12, True, 8, 12.0))
```

# For each parameter, we specify a initial value, a flag, two other values # defining the search range. If the flag is True the parameter is free # to vary, otherwise it is fixed to the initial value.

Then, we define a cost function to compare the data and the model:

```python
def cost_function(p,t,mut,emut):
    ps = point_source(flux=p[‘flux0’],ds=p[‘DS’],vel=p[‘vel’])
    pl = point_lens(ps,mass=p[‘M_lens’],dl=p[‘DL’],
                    t0=p[‘t0’],y0=p[‘y0’])
    res = (pl.mut(t)-mut)/emut
    return (res)
```

This function returns the residuals between the model and the data.

The next step is to minimize the cost function (i.e. the residuals) to fit the data. Several algorithms are available in lmfit. Here, we perform the minimization using the Nelder-Mead optimization method:

```python
mi = lmfit.minimize(cost_function, p, method='Nelder',
                     args=(t, mut, emut))
```

The red line in Fig. 4.23 shows the best-fit light-curve. Its parameters are:

```
[[Variables]]
t0:       364.999736 (init = 400)
M_lens:   0.48380390 (init = 1)
DL:       4.85039494 (init = 5)
DS:       8 (fixed)
vel:      260.475326 (init = 250)
y0:       0.30003253 (init = 0.8)
flux0:    9.99984736 (init = 12)
```

The values of some of the input parameters are recovered almost perfectly: $t_0$, $y_0$, and $f$. Not surprisingly, the remaining parameters differ significantly from the truth. They are highly degenerate parameters, because they all concur to determine the value of $t_E$. Only the Einstein crossing time determines the shape of the light-curve.

We perform a Bayesian sampling of the posterior probability distribution of the parameters using the ensemble sampler for Markov chain Monte Carlo (MCMC) implemented in the Python package emcee (Foreman-Mackey et al. 2013). The log-posterior probability of the model parameters, $p$, given the data $d$, is

$$\ln P(p|d) \propto \ln P(d|p) + \ln P(p)$$

where $\ln P(d|p)$ is the log-likelihood of the data given the model parameters and $\ln P(p)$ is the log-prior. We assume a uniform prior, meaning that $\ln P$ is zero if all
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the parameters are inside the bounds, and −∞ if any of the parameters is outside its
limits.
The log-likelihood function is


1  (modeln − datan )2
2
+ ln 2πsn ,
ln P (d|p) = −
2 n
sn2

(4.116)

where sn is the data uncertainty.
We calculate it as follows:
# log-likelihood function
def lnprob(p,t,mut,emut):
from numpy import inf
resid = cost_function(p,t,mut,emut)
s = emut
resid *= resid/s/s
resid += np.log(2 * np.pi * s**2)
lnp=-0.5 * np.sum(resid)
return lnp

The next step is to call the function minimize using the method emcee. We use
100 walkers to explore the parameter space. We run a few burn-in steps in each
MCMC chain to let the walkers get settled into the maximum of the density. Then,
we do a production run of 2000 steps.
res = lmfit.minimize(lnprob, method=’emcee’,
nan_policy=’omit’,
nwalkers=100, burn=500, steps=40000,
params=mi.params,
progress=True,args=(t,mut,emut))

Finally, we visualize the posterior probability distributions using the corner
package (Foreman-Mackey 2016). The function corner uses the samples stored
in res.flatchain to draw two-dimensional histograms showing the probability
density projected on planes defined by couples of parameters. These 2D-histograms
are very useful to highlight the existing correlations between vrel , DL , and M.
Besides, corner also plots the marginalized the one-dimensional density distributions for each parameter.
import corner
figure=corner.corner(res.flatchain, labels=[r"$t_0$",
r"Mass",
r"$D_L$",
r"$v_{rel}$",
r"$y_0$", r"f"],
truths=list(res.params.valuesdict().values()),
quantiles=[0.16,0.84],
show_titles=True,
title_kwargs={"fontsize": 16})


for ax in figure.get_axes():
    ax.tick_params(axis='both', labelsize=14)
    ax.tick_params(axis='both', labelsize=14)
    ax.xaxis.label.set_size(16)
    ax.yaxis.label.set_size(16)

We show the resulting plot in Fig. 4.24. The values reported in the Minimizer Result are the medians and the widths (estimated as half the difference between the 15.8 and 84.2 percentiles) of the marginalized probability distributions of each parameter:

Fig. 4.24  Corner plot showing the posterior probability distributions of the parameters used to fit the light-curve in Fig. 4.23. We show the projections of the probability density on planes defined by each couple of parameters, as well as one-dimensional marginalized distributions. The blue and the dashed vertical lines in one-dimensional histograms indicate the medians and the 16th and 84th percentiles of the distributions.
Median of the posterior probability distribution

\[\text{Variables}\]

- \(t_0: 364.964216 \pm 0.14632837 \text{ (0.04\%)} \) (init = 364.9708)
- \(M_{\text{lens}}: 0.50785479 \pm 0.23382954 \text{ (46.04\%)} \) (init = 0.6573513)
- \(D_L: 5.13183894 \pm 1.96273800 \text{ (38.25\%)} \) (init = 4.989481)
- \(D_S: 8 \text{ (fixed)}\)
- \(v_\text{l}e: 239.965356 \pm 5.53.2604941 \text{ (22.20\%)} \) (init = 299.7212)
- \(y_0: 0.29986042 \pm 0.00610870 \text{ (2.04\%)} \) (init = 0.2990382)
- \(f_{\text{lux}0}: 9.98225154 \pm 0.01997525 \text{ (0.20\%)} \) (init = 9.981135)

\[\text{Correlations}\] (unreported correlations are < 0.100)
- \(C(M_{\text{lens}}, v_\text{l}e) = 0.638\)
- \(C(M_{\text{lens}}, D_L) = 0.392\)

Figure 4.25 shows the results of the fit to the measured light-curve with a model which depends only on \(t_E, t_0,\) and \(y_0\).

### 4.9.3 Distribution of Microlensing Event Timescale

In this example, we derive the distribution of microlensing event timescales expected from a given distribution of lenses. The procedure consists of drawing samples from Probability Distribution Functions (PDFs). For arbitrary distributions, we can do this using the **inverse transform sampling** method, which involves the following steps:

1. we compute the cumulative distribution function of the PDF we want to sample;
2. we invert the cumulative function;
3. we generate random numbers uniformly distributed between 0 and 1;
4. we read-off the corresponding values returned by the inverted cumulative function.

For example, for an exponential PDF,

\[
p(x) = \lambda \exp(-\lambda x) ,
\]

the cumulative distribution function is

\[
P(x) = \int_0^x p(x)dx = 1 - \exp(-\lambda x) .
\]
Fig. 4.25  As in Fig. 4.24, but for a model whose free parameters are $t_E$, $t_0$, and $y_0$.

This can be readily inverted to find:

$$x = -\ln(1 - P)/\lambda.$$  \hfill (4.119)

To obtain 10000 samples of this distribution (assuming a rate parameter $\lambda = 0.5$), we can do as follows:

```python
# inverse cumulative function
def exp_icdf(p, lambd=1):
    return -np.log(1-p)/lambd

samples=10000
lambd=0.5
# generate uniformly distributed random numbers
p=np.random.random(samples)
```
The package `numpy.random` provides several functions to sample common PDFs, including the exponential PDF:

```python
# draw samples from an exponential PDF with rate parameter lambd:
x_exp = np.random.exponential(size=samples, scale=1.0/lambd)

# draw samples from a Gaussian PDF with mean mu and
# standard deviation sigma:
mu = 1.0
sigma = 0.2
x_norm = np.random.normal(loc=mu, scale=sigma, size=samples)

# draw samples from a uniform distribution:
a = 0
b = 2
x_unif = np.random.uniform(low=a, high=b, size=samples)
```

The purpose of this example is to show how some assumptions on the population of microlenses determine the expected distribution of observed microlensing event timescales.

Our assumptions are:

- the distribution of lens masses is a power-law or an exponential function;
- the distribution of source distances is a Gaussian with mean $D_S = 8$ kpc and standard deviation $\sigma = 0.3$ kpc;
- the distribution of lens distances is uniform between $D_L = 0$ and $\min(D_S)$;
- the distribution of the lens-source relative velocities is a Gaussian with mean $v_{rel} = 220$ km/s and standard deviation $\sigma = 10$ km/s.

We begin by drawing the lens masses from a power-law distribution. The `power` function of `numpy.random` draws samples in the range $[0, 1]$. Thus, we re-scale the sampled values to cover the desired range of masses (e.g. $[0, 10]$ $M_\odot$):

```python
mmax = 10. # maximum mass
a = 0.5 # shape
# use the 'power' PDF in numpy.random
mass_pow = np.random.power(a, samples)*mmax
```

We draw a second sample of masses from an exponential distribution:

```python
a = 0.5
# use the 'exponential' PDF in numpy.random
mass_exp = np.random.exponential(size=samples, scale=1.0/lambd)
mass_exp = mass_exp/mass_exp.max()*mmax
```
Then, we generate the source and lens distances:

```python
# generate D_S
mu, sigma = 8.0, 0.3
ds = np.random.normal(loc=mu, scale=sigma, size=samples)
# generate D_L
dmin, dmax = 0.0, np.min(x_norm)
dl = np.random.uniform(low=dmin, high=dmax, size=samples)
```

Finally, we generate the velocities:

```python
# generate vel
mu, sigma = 220, 10
vel = np.random.normal(loc=mu, scale=sigma, size=samples)
```

We show the distributions of the lens parameters, $M$, $D_L$, $D_S$, and $v_{rel}$, in Fig. 4.26. Assuming that these are not correlated, we use them to obtain the expected distribution of event timescales given the assumed model of lenses and sources:

```python
ps = [point_source(ds=ds[i], vel=vel[i])
      for i in range(len(mass_pow))]
te_pow = [point_lens(ps=ps[i], mass=mass_pow[i], dl=dl[i]).tE.value
          for i in range(len(mass_pow))]
te_exp = [point_lens(ps=ps[i], mass=mass_exp[i], dl=dl[i]).tE.value
          for i in range(len(mass_exp))]
```

In Fig. 4.27, we can see that we obtain significantly different Einstein crossing time distributions, depending on the mass function used. This example is far from describing a realistic situation, but it serves to illustrate how information about the lens population is encoded in the statistics of the microlensing events (see, e.g. Gaudi 2012, Gould 1994, Sumi et al. 2011).

### 4.9.4 Astrometric Microlensing Effect

This example shows how the source apparent position changes during a microlensing event, the so-called astrometric microlensing. For this purpose, we add some additional functions to the `point_lens` class seen previously.

First, we define a new function to compute the source position at the time $t$. The function returns the two components of the vector $\mathbf{y}(t)$:

```python
# a function returning the coordinates of the unlensed source
# at time t
def y(self, t):
    y1 = (t - self.t0) / self.tE.value
    y2 = np.ones(len(t)) * self.y0
    return (y1, y2)
```

In addition, we define two function returning the coordinates of the outer ($x_p$) and of the inner ($x_m$) image of the source. These functions implement Eqs. 4.42.
Fig. 4.26 From the upper left to the bottom right panels, distributions of the lens masses, of the source and of the lens distances, and of the relative velocities between the lenses and the sources. The distributions of the lens masses are modeled with a power-law (blue) and with an exponential (green) function

```python
# a function returning the coordinates of the x_+ image at time t
def xp(self, t):
    y1, y2 = self.y(t)
    Q = np.sqrt(y1**2 + y2**2 + 4)/(np.sqrt(y1**2 + y2**2))
    xp1 = 0.5 * (1 + Q) * y1
    xp2 = 0.5 * (1 + Q) * y2
    return(xp1, xp2)

# a function returning the coordinates of the x_- image at time t
def xm(self, t):
    y1, y2 = self.y(t)
    Q = np.sqrt(y1**2 + y2**2 + 4)/(np.sqrt(y1**2 + y2**2))
    xm1 = 0.5 * (1 - Q) * y1
```
Fig. 4.27  Expected distribution of microlensing event timescales from the model outlined in Sect. 4.9.3. Results are shown for two mass distributions of lenses (power-law and exponential)

```
xm2 = 0.5 * (1 - Q) * y2
return(xm1, xm2)
```

The following step is to compute the magnifications of the two images, using Eq. 4.18:

```
# the magnification of the x_+ image
def mup(self,t):
    y1, y2 = self.y(t)
    yy = np.sqrt(y1**2+y2**2)
    mup = 0.5*(1+(yy**2+2)/yy/np.sqrt(yy**2+4))
    return (mup)

# the magnification of the x_- image
def mum(self,t):
    y1, y2 = self.y(t)
    yy = np.sqrt(y1**2+y2**2)
    mum = 0.5*(1-(yy**2+2)/yy/np.sqrt(yy**2+4))
    return (mum)
```

Finally, the image centroid is computed using Eq. 4.44:

```
# a function returning the coordinate of the light centroid
def xc(self,t):
    xp = self.xp(t)
    xm = self.xm(t)
    xc = (xp*np.abs(self.mup(t))+xm*np.abs(self.mum(t)))/
    (np.abs(self.mup(t))+np.abs(self.mum(t)))
    return (xc)
```
Now, we can add some extra feature. For example, to draw Fig. 4.9, the source is assumed to have an extended size. The images of an extended source are also extended. To compute their shapes, we add another couple of functions to the class above:

```python
def xp_ext_source(self, t, r):
    phi = np.linspace(0.0, 2*np.pi, 360)
    dy1 = r * np.cos(phi)
    dy2 = r * np.sin(phi)
    y1, y2 = self.y(t)
    yy1 = y1 + dy1
    yy2 = y2 + dy2
    Q = np.sqrt(yy1**2 + yy2**2 + 4.0) / np.sqrt(yy1**2 + yy2**2)
    xp1 = 0.5 * (1 + Q) * yy1
    xp2 = 0.5 * (1 + Q) * yy2
    return (xp1, xp2)

def xm_ext_source(self, t, r):
    phi = np.linspace(0.0, 2*np.pi, 360)
    dy1 = r * np.cos(phi)
    dy2 = r * np.sin(phi)
    y1, y2 = self.y(t)
    yy1 = y1 + dy1
    yy2 = y2 + dy2
    Q = np.sqrt(yy1**2 + yy2**2 + 4.0) / np.sqrt(yy1**2 + yy2**2)
    xm1 = 0.5 * (1 - Q) * yy1
    xm2 = 0.5 * (1 - Q) * yy2
    return (xm1, xm2)
```

Let us assume that the source is a circle with radius $r$ at position $\vec{y}$. Then, the points on its perimeter are at positions

$$\vec{y} + d\vec{y}_i,$$

where

$$d\vec{y}_i = r(\cos \phi, \sin \phi)$$

with $\phi \in [0, 2\pi]$. Each of these point sources produces two images $\vec{x}_{i,+}$ and $\vec{x}_{i,-}$, which can be found using the functions defined earlier. By doing this for all points on the source perimeter, we obtain the images’ lensed contours. For example, to produce Fig. 4.9, we do as follows:

```python
# define a source and a lens
ps = point_source()
pl = point_lens(ps=ps, mass=1.0, dl=5.0, y0 = 0.2)

# define an array of times
t = np.linspace(-300, 300, 2000)
```
# compute the source, the image, and the centroid
# positions as function of time
y1, y2 = pl.y(t)
xp1, xp2 = pl.xp(t)
xm1, xm2 = pl.xm(t)
xc1, xc2 = pl.xc(t)

# plot results
fig, ax = plt.subplots(1, 1, figsize=(8, 8))
ax.plot(y1, y2, '--', label='source traj.')
ax.plot(xp1, xp2, '--', label=r'image $x_+$')
ax.plot(xm1, xm2, '--', label=r'image $x_-$')
ax.plot(xc1, xc2, label='image centroid')

# define a coarser array of times
for tt in t_sparse:
    c = next(color)
xp1_e, xp2_e = pl.xp_ext_source(np.array([tt]), 0.05)
    ax.plot(xp1_e, xp2_e, color=c, lw=2)
xm1_e, xm2_e = pl.xm_ext_source(np.array([tt]), 0.05)
    ax.plot(xm1_e, xm2_e, color=c, lw=2)

ax.set_xlim([-2, 2])
ax.set_ylim([-1.8, 2.2])
ax.legend(fontsize=14)
ax.xaxis.set_tick_params(labelsize=20)
ax.yaxis.set_tick_params(labelsize=20)
ax.set_xlabel(r'$x_{||}$', fontsize=20)
ax.set_ylabel(r'$x_\perp$', fontsize=20)

Now, imagine to monitor a source over time. The source position is fixed until the
microlensing event occurs. During the event the source moves, because the images
light centroid is shifted. The amplitude of the shift is

$$\delta \bar{x}_c = \bar{x}_c - \bar{y}.$$

We wish to determine the trajectory of the source apparent position. First, we add
this function to the class:

```python
def deltaxc(self, t):
y1, y2 = self.y(t)
```
Fig. 4.28 Trajectory of a source centroid of light during a microlensing event produced by a star of mass $M = 1 M_\odot$ at distance $D_L = 5$ kpc, lensing a source at $D_S = 10$ kpc. The impact parameter is $y_0 = 0.2$

```python
yy=(y1**2+y2**2)
return(y1/(yy+2),y2/(yy+2))
```

Then, we use it to compute the coordinates of the centroid shift:

```python
t=np.linspace(-5000,5000,5000)
dxc1,dxc2=pl.deltaxc(t)
fig,ax=pl.subplots(1,1,figsize=(8,8))
ax.plot(dxc1*pl.EinsteinRadius()*1000,dxc2*pl.EinsteinRadius()*1000)
ax.set_xlim([-0.4,0.4])
ax.set_ylim([-0.4,0.4])
```

The result of this procedure is shown in Fig. 4.28. The red star indicates the unlensed position of the source. During the microlensing event, the light centroid follows an elliptical trajectory (blue solid line), as discussed in Sect. 4.4.
4.9.5 Critical Lines and Caustics of a Binary Lens

In the following examples we will consider binary lenses composed of two point masses $M_1$ and $M_2$. The two masses are related by $q = M_1/M_2$. They are placed at a distance $d$ from each other (where $d$ is in units of the lens Einstein radius). We choose the real axis to pass through the two point masses and assume that $z_2 = -z_1$. A sketch of such system is shown in Fig. 4.29.

The source is supposed to move behind the lens with a relative velocity $v_{rel}$ along a linear trajectory forming an angle $\theta_s$ with the real axis. We measure the impact parameter $y_0$ relative to $z = 0$. The source reaches the minimal distance from $z = 0$ at $t = t_0$.

![Fig. 4.29](image)

Fig. 4.29 Sketch of a binary lens system. The two lenses, dubbed $M_1$ and $M_2$, are indicated by red points. We choose the reference frame such that the origin is at the mid-point between the two masses. The real axis (or the axis $x_1$ on the lens plane) passes through the two lenses. The trajectory of the source is given by the blue dashed line. Its inclination relative to the real axis corresponds to the angle $\theta_s$. We show the source position at time $t$ with the orange point, and the blue arrow gives the velocity (relative to the lens). The impact parameter $y_0$ is measured with respect to the origin ($z = (x_1 + ix_2) = 0$). The source is assumed to pass at a distance $y_0$ from the origin at time $t_0$. In the frame rotated by the angle $\theta_s$ (dashed axes), the position of the source at time $t$ is $z'_s = p + iy_0$, where $p = (t - t_0)/t_E$.
The real and the imaginary parts of $z_s$ are given by

$$\Re(z_s) = \cos(\theta_s)p - \sin(\theta_s)y_0$$

and

$$\Im(z_s) = \sin(\theta_s)p + \cos(\theta_s)y_0,$$

where $p = (t-t_0)/t_E$. The effective Einstein radius, $\theta_E$, and Einstein crossing time, $t_E$, are those of a point-mass lens with mass $M_{tot} = M_1 + M_2$.

As usual, $D_L$ and $D$ are the angular diameter distances to the lens and the source.

The critical lines and caustics of the binary lens are determined by solving numerically Eq. 4.93 for any $\phi \in [0, 2\pi)$. The equation can be turned into a fourth order complex polynomial, of which we shall find the roots. The polynomial is

$$p_4(z) = z^4 - z^2(2z_1^2 + e^{i\phi}) - z_1^2z^2(m_1 - m_2)e^{i\phi} + z_1^2(z_1^2 - e^{i\phi}) = 0. \quad (4.122)$$

For each $\phi$ there are up to 4 roots (critical points). By using the lens equation (Eq. 4.94), these can be mapped on the source plane to derive the caustics:

$$z_{cau} = z_{crit} - \frac{m_1}{z_{crit} - z_1} - \frac{m_2}{z_{crit} - z_2}. \quad (4.123)$$

The roots of the polynomial

$$p(x) = x^n + a_{n-1}x^{n-1} + \cdots + a_1x + a_0 \quad (4.124)$$

can be found by building its companion matrix

$$C = \begin{bmatrix}
0 & 0 & \cdots & 0 & -a_0 \\
1 & 0 & \cdots & 0 & -a_1 \\
0 & 1 & \cdots & 0 & -a_2 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 1 & -a_{n-1}
\end{bmatrix} \quad (4.125)$$

and the characteristic polynomial

$$\det(xI - C) = p(x). \quad (4.126)$$

Thus, the eigenvalues of $C$ are the roots of $p(x)$. Therefore, to find the critical points of the binary lens, we may proceed as follows:

- we build of the companion matrix of $p_4(z)$;
- we diagonalize the matrix and find the eigenvalues.
This procedure is implemented in the numpy.roots method, which will be used below.

We begin by importing numpy:

```python
import numpy as np
```

We build a class for binary lenses. The class uses some functions from the point_lens class discussed in the previous sections.

We create an instance of the binary_lens class by setting the mass of the first lens, the mass ratio \( q \) and the separation between the lenses, \( d \), in units of the equivalent Einstein radius. The other input parameters \((D_L, D_S, t_0, y_0, \theta_s\), and \(v_{rel}\)) do not affect the results of this example.

```python
class binary_lens(object):
    
    """Initialize a binary lens"
    """
    def __init__(self, dl=5.0, ds=8, m1=1.0, q=1.0, d=2.0, t0=0.0, y0=0.1,
                 theta=np.pi/4, vrel=200.0):
        # position of the first lens
        self.z1=complex(d/2.0,0.0)
        self.q=q
        self.dl=dl
        self.ds=ds
        # mass of the second lens
        m2=m1/q
        self.mtot=m1+m2
        # store masses in units of the total mass
        self.m1=m1/self.mtot
        self.m2=m2/self.mtot

        ""
        we build a point_lens to compute the Einstein radius
        and the Einstein crossing time. This requires defining a
        point source too.
        ""
        ps = point_source(ds=ds, vel=vrel)
        pl = point_lens(ps=ps, mass=m1+m2, dl=dl)
        self.thetaE=pl.EinsteinRadius()
        self.tE=pl.EinsteinCrossTime()
        self.t0=t0
        self.y0=y0
        self.theta=theta

    def CritCau(self, ncpt=10000):
        # set the phase vector
        phi_=np.linspace(0,2.*np.pi,ncpt)
```

Then we add a function to find the lens critical lines and caustics using the method outlined above.

```python
def CritCau(self, ncpt=10000):
    # set the phase vector
    phi_=np.linspace(0,2.*np.pi,ncpt)
```
# we need to find the roots of our fourth order polynomial
# for each value of phi
for i in range(phi_.size):
    phi=phi_[i]
    # the coefficients of the complex polynomial
    coeff = [1.0,0.0,-2*np.conj(self.z1)**2-np.exp(1j*phi),
             -np.conj(self.z1)*2*(self.m1-self.m2)*np.exp(1j*phi),
             np.conj(self.z1)**2*(np.conj(self.z1)**2-np.exp(1j*phi))]
    # use the numpy function roots to find the roots of the
    # polynomial
    z=np.roots(coeff)  # these are the critical points!
    # use the lens equation (complex form) to map the critical
    # points on the source plane
    zs=z-self.m1/(np.conj(z)-np.conj(self.z1))-
    -self.m2/((np.conj(z)-np.conj(-self.z1)))  # these are the
    # caustics!
    # append critical and caustic points
    x.append(z.real)
    y.append(z.imag)
    xs.append(zs.real)
    ys.append(zs.imag)

return(np.array(x),np.array(y),np.array(xs),np.array(ys))

The function returns four numpy arrays, containing the coordinates of the lens
critical lines and caustics. The size of these arrays is defined by the input parameter
ncpt. By default, we sample the critical lines and the caustics by generating 10,000
values of the phase $\phi$.

### 4.9.6 Solving the Lens Equation of the Binary Lens

To find the positions of the source images, we must solve Eq. 4.95. We can
use the same method adopted to find the critical points. The coefficients of the
complex polynomial are given in Eq. 4.96. We add the following function to the
binary_lens class:

def Images(self,ys1,ys2):
    # complex coordinate of the source
    zs=ys1+1j*ys2
    # coefficients of polynomial eq.
    m=0.5*(self.m1+self.m2)
We specify the source position in terms of the two coordinates $y_s1$ and $y_s2$, which are used to compute the complex coordinate $z_s$. The polynomial $p_5(z)$ has five roots. However, the source can have 3 or 5 images, depending on whether the source is inside or outside the caustic. Therefore, sometimes two roots have to be discarded because they are spurious solutions of the lens equation. For doing this, we check which solutions satisfy the lens equation at the end of the function above. Once determined the polynomial roots, we insert them in the lens equation to verify if we obtain the input source position. We compute the quantity $\Delta z_s$, i.e. the difference between the input source position and the result of the lens equation, and we discard those solutions for which $\Delta z_s$ is above some tolerance ($10^{-3}$ in this example).
4.9.7 Light-Curve in a Binary Microlensing Event

In this example, we consider a source moving on a rectilinear trajectory with respect to the binary lens and derive its light-curve. The parameters defining the source trajectory \(y_0, t_0, \theta, v_{rel}\) are used to initialize the \texttt{binary_lens} object, as shown in the previous examples.

We compute the source position as a function of time as follows:

```python
def SourcePos(self,t):
    p=(t-self.t0)/self.te.value
    zreal=np.cos(self.theta)*p-np.sin(self.theta)*self.y0
    zimag=np.sin(self.theta)*p+np.cos(self.theta)*self.y0
    return(zreal,zimag)
```

Then, the source position can be fed into the \texttt{Images} function to compute the corresponding images. For example, to produce Fig. 4.14, we used the following code:

```python
times=np.linspace(-90,90,730)
bl=binary_lens(m1=1.0,q=1.0,d=1.,t0=0.0,y0=0.25,
              theta=np.pi/4.*3.0)
x1,x2,xs1,xs2=bl.CritCau()
color=iter(cm.rainbow(np.linspace(0,1,times.size)))
fig,ax=plt.subplots(1,2,figsize=(18,8))
for t in times:
    c=next(color)
    ys1,ys2=bl.SourcePos(t)
    xi1,xi2=bl.Images(ys1,ys2)
    ax[1].plot(ys1,ys2,'*',markersize=10,color=c)
    ax[0].plot(xi1,xi2,'o',markersize=10,color=c)
    ax[0].plot(x1,x2,',',color='blue')
    ax[1].plot(xs1,xs2,',',color='blue')
```

As in the case of microlensing by single lenses, multiple images are generally unresolved and the binary microlensing can be revealed only by means of how the magnification varies as a function of time. The magnification of each image can be computed using Eq. 4.102. The following function returns the Jacobian determinant, i.e. the inverse magnification at arbitrary positions \(z\):

```python
def detA(self,z):
    z2=-self.z1
    deta=1-np.abs(self.m1/(np.conj(z)-
                   np.conj(self.z1))**2+
                   self.m2/(np.conj(z)-np.conj(z2))**2)
    return(deta)
```
We apply it to the positions of each image at time $t$ and sum the inverse of the resulting values to obtain the total magnification:

```python
def Magnification(self, t):
    ys1, ys2 = self.SourcePos(t)
    xi1, xi2 = self.Images(ys1, ys2)
    images = xi1 + 1j * xi2
    mu = 1.0 / self.detA(images)
    return (np.abs(mu).sum())
```

By calling this function for different values of $t$, we obtain the light-curve:

```python
def lightcurve(self, times):
    p = (times - self.t0) / self.tE.value
    mu = []
    for t in times:
        mu.append(self.Magnification(t))
    return (p, mu)
```

The function `lightcurve(t)` returns the scaled time $p = (t - t_0)/t_E$ and the corresponding magnification values.

The code below can be used to produce Fig. 4.15.

```python
p, mu = bl.LightCurve(times)
fig, ax = plt.subplots(1, 2, figsize=(18, 8))

ys1, ys2 = bl.SourcePos(times)
for i in range(times.size):
    c = next(color)
    ax[0].plot(ys1[i], ys2[i], '*', markersize=10, c=c)
    ax[1].plot([p[i]], [mu[i]], 'o', markersize=10, c=c)
ax[0].plot(ys1, ys2, '--', color='blue')
ax[1].plot(p, mu, '-')
ax[1].set_ylim([0.0, np.max(mu) * 1.1])
ax[0].set_xlim([xmin_, xmax_])
ax[0].set_ylim([ymin_, ymax_])

ax[0].xaxis.set_tick_params(labelsize=20)
ax[0].yaxis.set_tick_params(labelsize=20)
ax[0].set_xlabel('$y_1$', fontsize=20)
ax[0].set_ylabel('$y_2$', fontsize=20)

ax[1].xaxis.set_tick_params(labelsize=20)
ax[1].yaxis.set_tick_params(labelsize=20)
ax[1].set_xlabel('$(t-t_0)/t_E$', fontsize=20)
ax[1].set_ylabel('$\mu(t)$', fontsize=20)
ax[0].plot(xs1, xs2, ',', color='blue')
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In this chapter, we review some properties of extended lenses, i.e. gravitational lenses, which can be described by extended, gravitationally bound, mass distributions. Cosmic structures like galaxies and galaxy clusters belong to this class of gravitational lenses. They produce the most spectacular lensing features observable in the sky, such as multiple images and gravitational arcs.

This chapter aims to understand how these effects depend on the specific properties of the lenses. We start by discussing circular, axially symmetric models and the impact of different mass profiles on their lens properties. Then, we introduce deviations from circular symmetry in the form of ellipticity and substructures. Finally, we consider the effects of the environment within which the lenses may reside.

### 5.1 Circular, Axially Symmetric Lenses

We begin with the most straightforward description of an extended lens, i.e. an axially symmetric or circular lens. For such a lens, the lensing potential is constant on circles centered on the lens center. Given the lens’s symmetry properties, it is convenient to choose the reference frame’s origin at the lens’s center. Most of the equations, therefore, reduce to a one-dimensional form.

**Deflection Angle**

Let the lensing potential be

\[ \hat{\Psi}(\tilde{\theta}) = \Psi(\theta), \]  

(5.1)
where $\vec{\theta}$ is the usual vector (in angular units) on the lens plane. To use physical units, we have to multiply $\vec{\theta}$ by the angular diameter distance of the lens plane, $\vec{\xi} = D_L \vec{\theta}$.

As seen, in Sect. 3.2, the (reduced) deflection angle, $\vec{\alpha}(\vec{\theta})$, is the gradient of the lensing potential (in angular units). It is convenient to use polar coordinates. Then, the gradient operator can be written as

$$\vec{\nabla}_{\theta} \equiv D_L \left( \frac{\partial}{\partial \xi} \vec{e}_\xi + \frac{1}{\xi} \frac{\partial}{\partial \phi} \vec{e}_\phi \right) = \left( \frac{\partial}{\partial \theta} \vec{e}_\theta + \frac{1}{\theta} \frac{\partial}{\partial \phi} \vec{e}_\phi \right),$$

where $\phi$ is the polar angle, $\vec{e}_\xi = \vec{e}_\theta$ and $\vec{e}_\phi$ are unit vectors, the first pointing in the radial direction and the second perpendicular to it.

Since the lensing potential does not depend on $\phi$, for axially symmetric lenses the gradient of $\hat{\Psi}_1(\theta)$ is

$$\vec{\nabla}_{\theta} \hat{\Psi}(\vec{\theta}) = \hat{\Psi}'(\theta) \vec{e}_\theta = \vec{\alpha}(\vec{\theta}) = \alpha(\theta) \vec{e}_\theta.$$  

Thus, the deflection angle is central, i.e. parallel to $\vec{\theta}$. In the equation above, we used the Lagrange notation for the derivatives, i.e. $\hat{\Psi}'(\theta) = \partial \hat{\Psi}(\theta)/\partial \theta$.

In addition, the Laplacian of the lensing potential is twice the convergence, as shown in Eq. 3.24. Writing the Laplace operator in polar coordinates, we obtain

$$\frac{1}{\theta} \frac{\partial}{\partial \theta} \left( \theta \frac{\partial}{\partial \theta} \right) \hat{\Psi}(\theta) = 2\kappa(\theta).$$

From this equation, we see that

$$\alpha(\theta) = \frac{2 \int_0^\theta \kappa(\theta')\theta' d\theta'}{\theta} = \frac{2 \int_0^\theta \Sigma(\theta')\theta' d\theta'}{\theta \Sigma_{cr}} = \frac{D_{LS}}{D_S} \frac{4GM(\theta)}{c^2 D_L \theta}.$$  

This formula is identical to that of the reduced deflection angle of the point-mass lens (e.g. Eq. 4.5), with the only difference that the mass $M$ is substituted by the mass in a circle of radius $\theta$, $M(\theta)$. This shows that, because of its symmetry, the lens properties are uniquely determined by the mass profile, $M(\theta)$, or alternatively by the profile of the surface-mass density, $\Sigma(\theta)$. 


As usual, we can switch to the dimensionless notation by choosing a convenient arbitrary linear scale, $\xi_0$, which corresponds to the angular scale $\theta_0 = \xi_0 / D_L$. From Eqs. 3.6 and 3.17, the reduced deflection angle in the dimensionless form is

$$\alpha(x) = \frac{D_L D_{LS}}{\xi_0 D_S} \hat{\alpha}(\xi_0 x)$$

$$= \frac{D_L D_{LS}}{\xi_0 D_S} \frac{4GM(\xi_0 x)}{c^2 \xi}$$

$$= \frac{M(\xi_0 x)}{\pi \xi_0^2 \Sigma_{cr} x} = \frac{m(x)}{x}, \quad (5.7)$$

where we have introduced the dimensionless mass

$$m(x) \equiv \frac{M(\xi_0 x)}{\pi \xi_0^2 \Sigma_{cr}}. \quad (5.8)$$

Note that

$$\alpha(x) = \frac{2}{x} \int_0^x x' \kappa(x') dx' \quad (5.9)$$

and

$$m(x) = 2 \int_0^x x' \kappa(x') dx'. \quad (5.10)$$

**Lens Equation**

Since $\hat{\alpha}(\hat{x})$ is parallel to $\hat{x}$, Eq. 3.7 can be written omitting the vector notation. Thus, using Eq. 5.10, we obtain

$$y = x - \frac{m(x)}{x}. \quad (5.11)$$

**Convergence and Shear**

From Eq. 5.4 and using the dimensionless form of the lensing potential in Eq. 3.14, we can easily find that the convergence profile is

$$\kappa(x) = \frac{1}{2} \left[ \Psi''(x) + \frac{\Psi'(x)}{x} \right]. \quad (5.12)$$
Since
\[ \Psi'(x) = \alpha(x), \]  
we obtain that
\[ \kappa(x) = \frac{1}{2} \left[ \alpha'(x) + \frac{\alpha(x)}{x} \right]. \]  

Using Eq. 5.7, we also find that
\[ \alpha'(x) = \frac{m'(x)}{x} - \frac{m(x)}{x^2}. \]
Thus,
\[ \kappa(x) = \frac{1}{2} \frac{m'(x)}{x}. \]

The components of the shear are also readily derived by writing the partial derivative operators in polar coordinates,
\[ \frac{\partial}{\partial x_1} = \cos \phi \frac{\partial}{\partial x} - \sin \phi \frac{\partial}{\partial \phi}, \]
\[ \frac{\partial}{\partial x_2} = \sin \phi \frac{\partial}{\partial x} + \cos \phi \frac{\partial}{\partial \phi}, \]
where \( x_1 \) and \( x_2 \) are the dimensionless counterparts of the Cartesian coordinates \( \xi_1 \) and \( \xi_2 \) on the lens plane.
Since,
\[ \alpha_1(x) = \alpha(x) \cos \phi, \]
\[ \alpha_2(x) = \alpha(x) \sin \phi, \]
from Eqs. 3.35 and 3.36, we obtain that
\[ \gamma_1(x) = \frac{1}{2} \left[ \frac{\partial}{\partial x_1} \alpha_1(x) - \frac{\partial}{\partial x_2} \alpha_2(x) \right] \]
\[ = \frac{1}{2} \left[ (\cos^2 \phi - \sin^2 \phi) \alpha'(x) - (\cos^2 \phi - \sin^2 \phi) \frac{\alpha(x)}{x} \right] \]
\[ = \frac{\cos 2\phi}{2} \left[ \alpha'(x) - \frac{\alpha(x)}{x} \right], \]
and
\[ \gamma_2(x) = \frac{\partial}{\partial x_2} \alpha_1(x) \]
\[ = \left[ \sin \phi \cos \phi \alpha'(x) - \sin \phi \cos \frac{\alpha(x)}{x} \right] \]
\[ = \frac{\sin 2\phi}{2} \left[ \alpha'(x) - \frac{\alpha(x)}{x} \right]. \quad (5.20) \]

The modulus of the shear is
\[ \gamma(x) = \frac{1}{2} \left| \alpha'(x) - \frac{\alpha(x)}{x} \right| \]
\[ = \frac{1}{2} \left| \frac{m'(x)}{x} - \frac{2m(x)}{x^2} \right| \]
\[ = |\kappa(x) - \overline{\kappa}(x)|, \quad (5.21) \]

where \( \overline{\kappa}(x) \) is the mean convergence within a circle of radius \( x \):
\[ \overline{\kappa}(x) = \frac{m(x)}{x^2} = 2 \int_0^x \kappa(x') \frac{dx'}{x^2}. \quad (5.22) \]

**Lensing Jacobian**

Using the results above and Eq. 3.46, the Jacobian matrix can be written as
\[ A(x, \phi) = \left[ 1 - \frac{m'(x)}{2x} \right] I - \frac{1}{2} \left[ \frac{m'(x)}{x} - \frac{2m(x)}{x^2} \right] \begin{pmatrix} \cos 2\phi & \sin 2\phi \\ \sin 2\phi & -\cos 2\phi \end{pmatrix}. \quad (5.23) \]

Its determinant is
\[ \det A(x) = \frac{y dy}{x dx} = \left[ 1 - \frac{\alpha(x)}{x} \right] \left[ 1 - \alpha'(x) \right] \]
\[ = \left[ 1 - \frac{m(x)}{x^2} \right] \left[ 1 + \frac{m(x)}{x^2} - \frac{m'(x)}{x} \right] \]
\[ = [1 - \overline{\kappa}(x)] [1 + \overline{\kappa}(x) - 2\kappa(x)] \]
\[ = [1 - \kappa(x) - \gamma(x)] [1 - \kappa(x) + \gamma(x)]. \quad (5.24) \]

Finally, the magnification profile is \( \mu(x) = \det A(x)^{-1} \).
Critical Lines and Caustics

Since the critical lines satisfy the condition \( \det A(\vec{x}) = 0 \), Eq. 5.24 implies that axially symmetric lenses with monotonically increasing \( m(x) \) have at most two critical lines. These are circles, whose radii can be found by solving the equations

\[
\frac{\alpha(x)}{x} = \frac{m(x)}{x^2} = \kappa(x) = \kappa(x) + \gamma(x) = 1 \tag{5.25}
\]

and

\[
\alpha'(x) = \frac{m'(x)}{x} - \frac{m(x)}{x^2} = 2\kappa(x) - \kappa'(x) = \kappa(x) - \gamma(x) = 1 . \tag{5.26}
\]

We can prove that vectors tangential to the first critical line, or normal to the second, are eigenvectors of the Jacobian matrix with zero eigenvalues. Thus, Eq. 5.25 defines the so-called tangential critical line. On the contrary, Eq. 5.26 defines the radial critical line. This can be seen as follows (Schneider et al. 1992).

Consider the point with Cartesian coordinates \((x, 0)\) on the first critical line. This point is distant \(x\) from the lens center and has a phase \(\phi = 0\). The Jacobian matrix at \((x, 0)\) is readily derived from Eq. 5.23:

\[
A(x, 0) = I + \frac{m(x)}{x^2} \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} - \frac{m'(x)}{x} \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} . \tag{5.27}
\]

Let consider a vector whose components are \((0, a)\) at \((x, 0)\). This vector is clearly tangential to the critical line at \((x, 0)\). Through the lens mapping, it is mapped onto

\[
\begin{pmatrix} y_1 \\ y_2 \end{pmatrix} = A(x, 0) \begin{pmatrix} 0 \\ a \end{pmatrix} . \tag{5.28}
\]

If \((x, 0)\) lays on the tangential critical line, then \(1 - m(x)/x^2 = 0\) and

\[
\begin{pmatrix} y_1 \\ y_2 \end{pmatrix} = \left[ 1 - \frac{m(x)}{x^2} \right] \begin{pmatrix} 0 \\ a \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix} . \tag{5.29}
\]

Thus any vector tangent to the critical line is an eigenvector of \(A\) with 0 eigenvalue.

Consider now a vector \((b, 0)\), normal to the critical line at \((x, 0)\). Mapping it to the source plane we obtain

\[
\begin{pmatrix} y_1 \\ y_2 \end{pmatrix} = A(x, 0) \begin{pmatrix} b \\ 0 \end{pmatrix} = \left[ 1 + \frac{m(x)}{x^2} - \frac{m'(x)}{x} \right] \begin{pmatrix} b \\ 0 \end{pmatrix} . \tag{5.30}
\]
If \((x, 0)\) lays on the radial critical line, then \(1 + m(x)/x^2 - m'(x)/x = 0\), thus \((b, 0)\) is an eigenvector of \(A\) with 0 eigenvalue.

From the lens equation, it can be easily seen that all the points along the tangential critical line are mapped on the point \(y = 0\) on the source plane. Indeed,

\[
y = x \left[ 1 - \frac{m(x)}{x^2} \right] = 0,
\]

if \(x\) is the radius of the tangential critical line. Therefore, axially symmetric models have point-like tangential caustics. Instead, the radial critical points are mapped onto a circular caustic on the source plane.

**Einstein Radius**

The tangential critical line is the lens Einstein ring. Its angular size can be computed by solving the lens equation (in angular units)

\[
\beta = \theta - \frac{D_{LS}}{D_S D_L} \frac{4GM(\theta)}{c^2 \theta},
\]

for \(\beta = 0\).

This leads to a formula for the Einstein radius which is identical to that in Eq. 4.7:

\[
\theta_E = \sqrt{\frac{4GM(\theta_E)}{c^2}} \frac{D_{LS}}{D_L D_S},
\]

the only difference being that the total mass of the lens is here substituted by the mass enclosed by the Einstein ring. With little effort, we can see that

\[
M(\theta_E) = \pi D_L^2 \theta_E^2 \Sigma_{cr}.
\]

This is a quite important result, as it tells us that the average surface density within the Einstein ring is the critical surface density (see Eq. 5.25).

When using the dimensionless notation, a natural choice for \(\xi_0\) is \(\xi_0 = D_L \theta_E\), as done for the point mass in Chap. 4. In this case, the dimensionless mass \(m(x)\) is the mass \(M(\theta)\) in units of the mass \(M(\theta_E)\),

\[
m(x) = \frac{M(\theta)}{M(\theta_E)}.
\]
Tangential and Radial Magnification of the Images
The Jacobian matrix’s eigenvalues are the inverse magnifications of the image in the tangential and radial directions (as seen above, the Jacobian matrix’s eigenvectors are tangential and perpendicular to the tangential and the radial critical lines, respectively). This is illustrated in Fig. 5.1. An infinitesimal arc-like source at position \( y \) (shown in red) subtends an angle \( \phi \) with respect to the lens center at \( O \). We assume that its radial size is \( dy \). Because the deflection angle is central for an axially symmetric lens, the source is mapped onto an arc-like image at position \( x \) (shown in green), whose radial size is \( dx \) and which subtends the same angle \( \phi \) with respect to the center of the lens.

The radial magnification is obviously

\[
\mu_r = \frac{dx}{dy},
\]

i.e. the inverse of the radial eigenvalue of the Jacobian matrix. On the contrary, the tangential magnification can be derived by comparing the tangential extension \( l_I \) and \( l_S \) of image and source. Since both subtend the same angle \( \phi \), we have that

\[
\mu_t = \frac{l_I}{l_S} = \frac{x}{y},
\]

which is the inverse of the tangential eigenvalue of the Jacobian matrix.

5.2 Power-Law Lens
The formulas derived in the previous section are valid for any axially symmetric lens. Now, we consider a particular class of lenses, whose mass profile has a power-law form of the kind

\[
m(x) = x^{3-n}.
\]
Note that, for \( x = 1 \), the dimensionless mass is \( m(1) = 1 \). Thus, the radius \( x \) is in units of the lens Einstein radius, \( \theta_E \).

The convergence profile is derived from Eq. 5.16 and is given by

\[
\kappa(x) = \frac{m'(x)}{2x} = \frac{3 - n}{2} x^{1-n} .
\]  

(5.39)

Depending on \( n \) being larger or smaller than one, \( \kappa(x) \) is a decreasing or an increasing function of \( x \). Values of \( n < 1 \) are not interesting in the context of this Chapter, as we are focusing on gravitational lenses that have bound mass distributions. Therefore, they will be not considered further.

### 5.2.1 Lenses with \( 1 < n < 2 \)

We start from lenses with \( 1 < n < 2 \). Their deflection angle is

\[
\alpha(x) = \frac{m(x)}{x} = x^{2-n} .
\]  

(5.40)

Thus, this class of lenses have deflection angle profiles which monotonically increase with \( x \) and that are zero at the origin, \( \alpha(0) = 0 \).

The case \( n = 1 \) corresponds to a lens with constant convergence, \( \kappa = 1 \). For such a lens, \( \alpha(x) = x \), implying \( y(x) = 0 \) for any \( x \). Thus, this lens is perfectly convergent.

### Critical Lines and Caustics

Because of the mass profile’s chosen normalization, the power-law lens’s tangential critical line is a circle with radius \( x_t = 1 \). As pointed out earlier, this is the Einstein ring, whose size in angular units was given in Eq. 5.33. The tangential caustic is a point at \( y = 0 \).

Instead, the size of the radial critical line in units of the Einstein radius depends on the power-law index \( n \). Since the radial critical line forms where the condition \( \alpha'(x) = 1 \) is met, the critical radius can be found by solving the equation

\[
(2 - n)x_r^{1-n} = 1 ,
\]  

(5.41)

from which we obtain

\[
x_r = (2 - n)^{1/(n-1)}. \]  

(5.42)

In Fig. 5.2, we show how the size of the radial critical line (in units of the Einstein radius) varies as a function of \( n \). By making the substitution \( n' = 1/(n - 1) \), we find that

\[
x_r = \left(1 - \frac{1}{n'}\right)^{n'} .
\]  

(5.43)
Thus, for $n \to 1$, or $n' \to \infty$,

$$x_r = \lim_{n' \to \infty} \left( 1 - \frac{1}{n'} \right)^n = \frac{1}{e}.$$  \hspace{1cm} (5.44)

The figure shows that the size of the radial critical line becomes smaller as $n$ increases. Thus, lenses with steep density profiles have tiny radial critical lines.

In the same figure, we also show the size of the radial caustic. Contrary to the radial critical line’s size, the radial caustic size grows as a function of $n$. In particular, for $n \to 2$, $y_r \to 1$.

**Multiple Images**

The number of multiple images that the power-law lens can produce can be determined by inspecting the so-called *image diagram*, shown in Fig. 5.3. The solid lines in the three panels show the curves $\alpha(x)$ corresponding to three values of the power index $n$, namely $n = 1.1, 1.5, \text{ and } 1.9$. 

---

**Fig. 5.2** Size of the radial critical line and caustic (in units of the Einstein radius) as a function of the power-law index $n$
Remark 5.1. Note that we can compute the deflection angle $\alpha(x)$ for negative values of $x$. Since the vector $\vec{a}$ is pointing away from the lens, the deflection angle sign is positive on the positive $x$ semi-axis and negative otherwise.

The lens equation states that the images of a source at position $y$ form at the intersections of $\alpha(x)$ and $f(x) = x - y$. The latter is a line with a unit slope and intercept $-y$. Some examples, corresponding to values of $y$ increasing from 0 to 1.2, are given by the colored dashed lines. We mark the intersections between $f(x)$ and $\alpha(x)$ with colored dots, thus identifying the locations of the source’s multiple images when projected on the $x$ axis.

As we can see, the power-law lens with $1 < n < 2$ can produce either three or one image of the background source, depending on whether $y$ is smaller or larger than a particular value $y_r$. In fact, there exists a value of $y = y_r$ such that the line $f(x) = x - y_r$ is tangential to $\alpha(x)$. At the tangent point, two images of the source merge, and for $y > y_r$, they no longer exist. Obviously, $y_r$ is the radius of a caustic, and the solution of the equation

$$\alpha(x_r) = x_r - y_r$$

(5.45)

gives the radius $x_r$ of the corresponding critical line. Since $\alpha(x)$ is tangential to $f(x)$ at $x_r$, where $\alpha'(x_r) = 1$, we find that $x_r$ is the radius of the radial critical line.

Thus, multiple images exist only if the source is inside the radial caustic, $0 < y \leq y_r$. One image forms on the positive $x$ semi-axis, with $x > y$. Such an image is located outside the Einstein ring, as its distance from the lens center is $> 1$. Two additional images form inside the Einstein ring, on the negative $x$ semi-axis. Of these two images, the inner one is inside the radial critical line, $|x| < x_r$. The other is between the radial and the tangential critical line.

Remark 5.2. For $y = 0$, the innermost image forms at $x = 0$. A source right behind a power-law lens with $1 < n < 2$ has a central image (in addition to the Einstein ring).
Image Magnification

The eigenvalues of the Jacobian matrix are

\[ \lambda_t(x) = 1 - x^{1-n} \]  \hspace{1cm} (5.46)
\[ \lambda_r(x) = 1 - (2 - n)x^{1-n} \]. \hspace{1cm} (5.47)

In the left and central panels of Fig. 5.4, their values are shown as a function of \( x \). The sign of each eigenvalue changes from outside to inside the critical lines. Thus, the parity of the images changes accordingly. In particular, the outermost image always has positive parity. Both eigenvalues are positive at this image’s position, meaning that it corresponds to a minimum of the time delay surface. The image forming between the radial and the tangential critical lines has negative parity (\( \mu < 0 \)) because the eigenvalues have opposite signs. Thus, the image is located at a saddle point of the time delay surface. The innermost image has again positive parity, being the two eigenvalues both negative. This image is located at a local maximum of the time delay surface.

The right panel of Fig. 5.4 shows how the determinant of the lensing Jacobian matrix \( A \) varies as a function of \( x \). For \( | \text{det} A | < 1 \), the total magnification \( \mu > 1 \). Thus, the images outside the tangential critical line are magnified. Instead, those close to the lens center can be strongly de-magnified unless near the radial critical line.

In Fig. 5.5, we show the ratio of the tangential-to-radial magnifications for the three images of a source at \( y = 0.05 \). The outermost image is characterized by a tangential-to-radial magnification, which always exceeds one. Thus the overall distortion of this image is always tangential. The innermost image is predominantly radially distorted. In the case shown in the figure, the image is on the radial critical line for \( n \sim 1.15 \). For \( n \) smaller than this value, the source only has one image. Increasing \( n \), the innermost image moves near the center (see Fig. 5.3), but so does the radial critical line. Consequently, the tangential-to-radial magnification ratio decreases also for large \( n \). The intermediate image shows a transition from being
Fig. 5.5 Magnification ratio at the position of the multiple images of a source at \( y = 0.2 \)

predominantly radially to tangentially distorted as \( n \) increases. The reason is again that the radial critical line shrinks as \( n \) increases.

In Fig. 5.6, the results discussed above are visualized with four examples, corresponding to lenses with \( n = 1.05, 1.2, 1.4, \) and 1.9 (from the upper left to the bottom right panels). We consider a circular source in each panel with a radius of \( r = 0.02\ell_E \) (navy circle). The source is very close to the center of the lens projected onto the source plane (\( y = 0.05 \)). We show the outermost, intermediate, and innermost source images in orange, green, and dark-red. The red and blue solid circles show the radial and the tangential critical lines of the lens. The dashed circle is the radial caustic. Note that the size of the caustic grows as the value of \( n \) increases. Therefore, the position of the source relative to the caustic changes as well. The source is outside the caustic in the upper left panel, meaning that it has only one image. Not only is the tangential magnification of this image large, but so is also the radial magnification, due to the small value of \( n = 1.05 \). For \( n = 1.2 \) (upper right panel) the source extends across the radial caustic. The innermost and the intermediate images merge across the corresponding critical line. For larger \( n \) (bottom panels), the outermost and the intermediate images’ tangential magnification largely exceeds the radial magnification. Thus, they appear as long arcs with a length-to-width ratio significantly larger than one. In particular, as \( n \to 2 \), the radial magnification \( \mu_r = \lambda_r^{-1} \to 1 \), meaning that the radial sizes
Fig. 5.6 Images of a circular source (navy circle) placed at a distance $y = 0.05$ from the center of the power-law lenses with index $n = 1.05, 1.2, 1.4,$ and $1.9$. In each panel, we show the tangential and the radial critical lines (blue and red solid lines) and the radial caustic (dashed red line). The outermost, intermediate, and innermost images are shown in orange, green, and dark-red. The source has a radius $r = 0.02\theta_E$.

of the arcs approach the diameter of the source. The innermost image is severely de-magnified and barely visible only in the bottom left panel.

### 5.2.2 Lenses with $n > 2$

The power-law lenses with $n \geq 2$ have the peculiarity that the deflection angle profile $\alpha(x)$ is either flat ($n = 2$) or singular $n > 2$. We discuss the case $n = 2$ in the next section. Here, we briefly consider the case $n > 2$. In particular, we focus on image multiplicity. As shown in Fig. 5.7, such lenses always produce two
5.2 Power-Law Lens

Fig. 5.7 Image diagram for power-law lenses with $n = 2$ (left panel), $n = 2.1$ (central panel), and $n = 3$ (right panel). The solid curves show the function $\alpha(x)$. The colored dashed lines show the function $f(x) = x - y$ for a range of values of $y \in [0, 1.2]$.

Fig. 5.8 As in Fig. 5.4, but for $n \geq 2$

images, one outside and one inside the Einstein radius. The image inside the Einstein radius approaches the lens center as $y$ increases. For $y = 0$, the lens produces an Einstein ring. It can be easily seen that both images are radially de-magnified, being $\lambda_r(x) > 1$ for any $x$, as shown in the left panel of Fig. 5.8. The absolute tangential magnification, $|\mu_t|(x) = |\lambda_t^{-1}|(x)$, is larger than unity except near the lens center (central and right panels of Fig. 5.8). Thus, the observation of radially de-magnified tangential arcs may suggest that the lens has a steep surface density profile.

Remark 5.3. Note that, for power-law lenses with $n > 2$ do not have radial critical lines. The case $n = 3$ corresponds to the point-mass lens. Indeed, $m(x) = m = \text{const.}$ and $\alpha(x) = m/x$ for such lens.

5.2.3 Singular Isothermal Sphere

Due to its simplicity, one of the most widely used models for axially symmetric lenses is the Singular Isothermal Sphere (SIS hereafter). Its density profile is derived assuming that the matter content of the lens behaves as an ideal gas confined by a spherically symmetric gravitational potential. This gas is assumed to be in thermal
and hydrostatic equilibria. One (three-dimensional) density profile satisfying these conditions is given by

$$\rho(r) = \frac{\sigma_v^2}{2\pi Gr^2}, \quad (5.48)$$

where $\sigma_v$ is the velocity dispersion of the “gas” particles and $r = \sqrt{\xi^2 + z^2}$ is the distance from the sphere center. As usual, $\xi$ is the distance from the lens center on the lens plane and $z$ is the coordinate along the line-of-sight. By projecting the three-dimensional density onto the lens plane, we obtain the surface density

$$\Sigma(\xi) = 2 \int_0^\infty \rho(\xi, z) dz$$

$$= \frac{\sigma_v^2}{\pi G} \int_0^\infty \frac{dz}{\xi^2 + z^2}$$

$$= \frac{\sigma_v^2}{\pi G} \frac{1}{\xi} \left[ \arctan \frac{z}{\xi} \right]_0^\infty$$

$$= \frac{\sigma_v^2}{2G\xi}. \quad (5.49)$$

This density profile has a singularity at $\xi = 0$, where the density is infinite. By choosing

$$\theta_0 = 4\pi \left( \frac{\sigma_v}{c} \right)^2 \frac{D_{LS}}{D_S} \xi_0 = D_L \theta_0 \quad (5.50)$$

as the angular and length scales on the lens plane, respectively, we obtain

$$\Sigma(x) = \frac{1}{2x} \frac{c^2}{4\pi G} \frac{D_S}{D_L D_{LS}} = \frac{1}{2x} \Sigma_{cr}. \quad (5.51)$$

Thus, the convergence for the singular isothermal profile is

$$\kappa(x) = \frac{1}{2x}, \quad (5.52)$$

which shows that the SIS profile corresponds to the power-law lens with $n = 2$. Thus, the mass profile is

$$m(x) = x, \quad (5.53)$$
and the deflection angle is

$$\alpha(x) = \frac{x}{|x|}.$$  \hspace{1cm} (5.54)

Since $|x| = 1$ for $y = 0$, $\theta_0$ defined in Eq. 5.50 is the Einstein radius of the SIS, $\theta_E \equiv \theta_0$.

The lens equation reads

$$y = x - \frac{x}{|x|}.$$  \hspace{1cm} (5.55)

As it can also be seen in the left panel of Fig. 5.7, if $y < 1$, two solutions of the lens equation exist. Their positions are $x_- = y - 1$ and $x_+ = y + 1$, on opposite sides with respect to the lens center. The corresponding angular positions of the images are

$$\theta_\pm = \beta \pm \theta_E.$$  \hspace{1cm} (5.56)

The angular separation between the two images is always $\Delta(\theta) = 2\theta_E$.

On the other hand, if $y > 1$, Eq. 5.55 has a unique solution, $x_+ = y + 1$. Thus, the circle of radius $y = 1$ plays the same role of the radial caustic in the case of power-law lenses with $1 < n < 2$, separating the regions on the source plane corresponding to different image multiplicities. However, this circle is not a caustic, since $\alpha'(x) = 0$ for any $x$, implying that $\lambda_r = 1$. The circle of radius $y_{cut} = 1$ is a pseudo-caustic called the cut. We can see from the lens equation that

$$y_{cut} = \lim_{x \to 0} y(x).$$  \hspace{1cm} (5.57)

The shear follows from Eqs. 5.19 and 5.20. The modulus of $\gamma$ is

$$\gamma(x) = \frac{1}{2x},$$  \hspace{1cm} (5.58)

i.e. the shear and the convergence profiles coincide. The shear components are

$$\gamma_1 = \frac{1}{2} \frac{\cos 2\phi}{x},$$  \hspace{1cm} (5.59)

$$\gamma_2 = \frac{1}{2} \frac{\sin 2\phi}{x}.$$  \hspace{1cm} (5.60)

From Eq. 5.55, and given that $dy/dx = 1$, the magnification as a function of the image position is given by

$$\mu(x) = \frac{|x|}{|x| - 1}.$$  \hspace{1cm} (5.61)
Images are only magnified in the tangential direction, since the radial eigenvalue of the Jacobian matrix is one everywhere.

If \( y < 1 \), the magnifications of the two images are

\[
\mu_+(y) = \frac{y + 1}{y} = 1 + \frac{1}{y}; \quad \mu_-(y) = \frac{|y - 1|}{|y - 1| - 1} = \frac{-y + 1}{-y} = 1 - \frac{1}{y},
\]

from which we see that for \( y \to 1 \), the second image becomes weaker and weaker until it disappears at \( y = 1 \). On the other hand, for \( y \to \infty \), the source magnification obviously tends to unity: sources which are at large distance from the lens can only be weakly magnified by gravitational lensing.

Note that \( \vec{x}_+ \) is a minimum of the time delay surface, being both eigenvalues of the Jacobian matrix positive at this location (positive parity). Instead, \( \vec{x}_- \), is a saddle point (negative parity), being the tangential eigenvalue negative.

In the left panel of Fig. 5.9, we show the cut (red circle) and the tangential caustic (blue point) of a SIS lens. In the same panel, we display several extended circular sources in different colors. We show the same sources’ images in the right panel instead, illustrating the results anticipated above. The blue circle is the tangential critical line, a.k.a. the Einstein ring. Note that a source placed on the caustic is imaged onto an extended Einstein ring.

### 5.3 Softened (Non-singular) Isothermal Lenses

The lenses studied in the previous section have a central singularity in their surface density (or convergence). Now, we discuss the properties of cored lenses. More precisely, we introduce a core in the SIS, obtaining a Non-singular Isothermal Sphere (NIS) lens model.
The core is introduced in the surface density profile of the SIS as follows (see e.g. Kormann et al. 1994):

\[
\Sigma(\xi) = \frac{\sigma_v^2}{2G} \frac{1}{\sqrt{\xi^2 + \xi_c^2}} = \frac{\Sigma_0}{\sqrt{1 + \xi^2/\xi_c^2}}. \tag{5.63}
\]

With this modification, the profile reaches a constant density

\[
\Sigma_0 = \frac{\sigma_v^2}{2G\xi_c} \tag{5.64}
\]

for \( \xi \ll \xi_c \).

As usual, we switch to dimensionless notation by choosing a length scale on the lens plane. We adopt the same scale \( \xi_0 \) given in Eq. 5.50, i.e. the Einstein radius of the SIS lens. Then, the convergence profile is

\[
\kappa(x) = \frac{1}{2\sqrt{x^2 + x_c^2}}. \tag{5.65}
\]

It follows that the mass profile is

\[
m(x) = 2 \int_0^x \kappa(x')x'dx' = \sqrt{x^2 + x_c^2} - x_c \tag{5.66}
\]

and that the deflection angle profile is

\[
\alpha(x) = \frac{m(x)}{x} = \sqrt{1 + \frac{x_c^2}{x^2} - \frac{x_c}{x}} \tag{5.67}
\]

The convergence and the deflection angle profiles of the NIS lens model for different choices of \( x_c \) are shown in Fig. 5.10.

The shear can be derived from Eq. 5.21:

\[
\gamma(x) = \frac{\sqrt{x^2 + x_c^2} - x_c}{x^2 - \frac{1}{2\sqrt{x^2 + x_c^2}}}. \tag{5.68}
\]

The radius of the tangential critical line can be calculated by solving the equation \( 1 - m(x)/x^2 = 0 \), which gives

\[
\sqrt{x^2 + x_c^2} - x_c = x^2. \tag{5.69}
\]

Getting rid of the square root, the equation can be written as

\[
x^2(x^2 + 2x_c - 1) = 0. \tag{5.70}
\]
Discarding the solution $x = 0$, we find that

$$x_t = \sqrt{1 - 2x_c}.$$  \hfill (5.71)

Thus, the tangential critical line exists only for $x_c < 1/2$.

In angular units, the Einstein radius of the NIS is

$$\theta_E = \sqrt{\theta_0^2 - 2\theta_c \theta_0},$$  \hfill (5.72)

where $\theta_0 = \xi_0/D_L$ and $\theta_c = \xi_c/D_L$.

The radius of the radial critical line is found by solving the equation $1 - \kappa(x) + \gamma(x) = 0$:

$$1 + \frac{\sqrt{x^2 + x_c^2} - x_c}{x^2} - \frac{1}{\sqrt{x^2 + x_c^2}} = 0$$  \hfill (5.73)

which leads to

$$x_r^2 = \frac{1}{2} \left( 2x_c - x_c^2 - x_c\sqrt{x_c^2 + 4x_c} \right).$$  \hfill (5.74)

Note that $x_r^2 \geq 0$ for $x_c \leq 1/2$. Thus, the existence condition for the radial critical line is the same as for the tangential critical line.

While the tangential caustic is a point at $y_t = 0$, the radius of the radial caustic, $y_r$, can be obtained by inserting Eq. 5.74 into the lens equation.
The lens equation is

\[ y = x - \frac{m(x)}{x} = x - \sqrt{1 + \frac{x_c^2}{x^2} - \frac{x_c}{x}}, \]  

which can be reduced to the third-order polynomial equation,

\[ x^3 - 2yx^2 + (y^2 + 2x_c - 1)x - 2yx_c = 0. \]

Thus, the NIS can produce up to three images of a source at distance \( y \) from the lens. Whether the images are three or less depends on \( y \) and \( x_c \). The right panel of Fig. 5.10 shows that, if \( x_c > \frac{1}{2} \), which implies \( \alpha' < 1 \) for any \( x \), there is no line \( f(x) = x - y \) which can intercept the function \( \alpha(x) \) more than once. Thus, the lens cannot produce multiple images independently on the position of the source with respect to the lens. In addition, the left panel of Fig. 5.10 shows that for \( x_c > \frac{1}{2} \) the convergence never exceeds unity. This implies that the surface density \( \Sigma(x) \) is always sub-critical, \( \Sigma(x) < \Sigma_{cr} \).

On the contrary, for \( x_c < \frac{1}{2} \), multiple images exist if \( y < y_r \). In the left panel of Fig. 5.11, some extended circular sources are placed at different distances \( y \) from the center of a NIS lens with \( x_c = 0.1 \). The blue point and the red circle show the tangential and the radial caustics. The right panel shows the corresponding critical lines (blue and red circles, respectively). We also show the images of the sources displayed in the left panel. One image is located on the same side of the source. This image, which corresponds to the minimum of the time delay surface, is external to the Einstein ring. When the source is inside the radial caustic, two additional images form, one inside and one outside the radial critical line. They are located on the opposite side of the lens. As discussed earlier, the innermost image
corresponds to the maximum of the time delay surface, while the other image to the saddle point. Thus the parity of this image is negative. If the source overlaps with the radial caustic, these two images merge at the radial critical line, forming a radial arc. Bringing the source closer to the tangential caustic causes the tangential distortion of the two outermost images to increase. When the source is exactly on the tangential caustic, the two images merge to form the Einstein ring. The central image instead is increasingly de-magnified and moves toward the center of the lens.

**Remark 5.4.** We have shown that, if \( x_c > 1/2 \), the lens

- is sub-critical, \( \kappa(x) < 1 \) for any \( x \);
- does not develop critical lines, i.e. is not capable of producing large distortions;
- does not produce multiple images.

Under these circumstances, the lens is considered *weak*. On the contrary, a *strong* lens can produce large distortions and multiple images. As seen earlier, the number of these images depends on the relative positions of source and caustics. Sources inside the radial caustic produce three images. Sources outside the radial caustic have only one image. This is shown in Fig. 5.12. Since the tangential critical curve

![Fig. 5.12](image_url)  
*Fig. 5.12* Radius of the radial and of the tangential critical lines as a function of the size of the core radius \( x_c \). The green line shows the size of the radial caustic
does not lead to a caustic curve, but the corresponding caustic degenerates to a single point $\vec{y} = 0$, the tangential critical curves do not influence the image multiplicity. Thus, pairs of images can only be created or destroyed if the radial critical curve exists (Fig. 5.11).

### 5.4 Elliptical Lenses

Having explored the effects of changing the density profile slope and including a central core, we consider how ellipticity affects the lens properties. Adding ellipticity removes the axial symmetry of the lens. Consequently, the tangential caustic is no longer a point at the center of the lens. Instead, it becomes an astroid-like kind of caustic, which can have two or four cusps.

#### 5.4.1 Singular Isothermal Ellipsoid

As we have seen in the previous section, the singular isothermal profile is particularly tractable to derive its lensing properties. Similarly, it is quite straightforward to generalize to the elliptical case.

**Convergence**

As shown by Kormann et al. (1994), the Singular Isothermal Ellipsoid model (SIE) can be derived from the SIS by making the substitution

$$\xi \Rightarrow \sqrt{\frac{\xi_1^2 + f^2 \xi_2^2}{1 + f^2 \xi_2^2}}. \quad (5.77)$$

Then, $\Sigma(\xi)$ becomes

$$\Sigma(\xi) = \frac{\sigma_v^2}{2G} \frac{\sqrt{f}}{\sqrt{\xi_1^2 + f^2 \xi_2^2}}. \quad (5.78)$$

which is constant on ellipses with minor axis $\xi$ and major axis $\xi/f$, oriented such that the major axis is along the $\xi_2$ axis. In the above formulas, $f$ is the axis ratio of the ellipses, $0 < f \leq 1$. The normalization of the profile ensures that the mass within an elliptical iso-density contour for fixed $\Sigma$ is independent on $f$.

By choosing $\xi_0 = \xi_{0,\text{SIS}}$ as reference scale and by repeating the same procedure outlined in Eq. 5.51, we obtain

$$\kappa(\xi) = \frac{\sqrt{f}}{2\sqrt{x_1^2 + f^2 x_2^2}}. \quad (5.79)$$
Using polar coordinates, we obtain

\[ \kappa(x, \varphi) = \frac{\sqrt{f}}{2x \Delta(\varphi)}, \quad (5.80) \]

where

\[ \Delta(\varphi) = \sqrt{\cos^2 \varphi + f^2 \sin^2 \varphi}. \quad (5.81) \]

This shows that the convergence is the product of the convergence profile of the SIS lens and of the function \( \sqrt{f}/\Delta(\varphi) \).

**Lensing Potential**

The lensing potential can be found by solving the Poisson equation:

\[ \frac{\partial^2 \Psi}{\partial x^2} + \frac{1}{x} \frac{\partial \Psi}{\partial x} + \frac{1}{x^2} \frac{\partial^2 \Psi}{\partial \varphi^2} = 2\kappa = \frac{\sqrt{f}}{x \Delta(\varphi)}. \quad (5.82) \]

Making the ansatz \( \Psi(x, \varphi) := x \tilde{\Psi}(\varphi) \) we find

\[ \tilde{\Psi}(\varphi) + \frac{d^2}{d\varphi^2} \tilde{\Psi}(\varphi) = \frac{\sqrt{f}}{\Delta(\varphi)}. \quad (5.83) \]

This differential equation can be solved using Green’s method (Kormann et al. 1994). The resulting lensing potential is

\[ \Psi(x, \varphi) = x \sqrt{\frac{f}{f'}} \left[ \sin \varphi \arcsin \left( \frac{f'}{f} \sin \varphi \right) + \cos \varphi \text{arcsinh} \left( \frac{f'}{f} \cos \varphi \right) \right]. \quad (5.84) \]

In the formula above we introduced \( f' = \sqrt{1 - f^2} \).

In Fig. 5.13, we compare the map of the convergence and of the potential for a SIE lens. The contours of constant convergence are indeed ellipses with axis ratio \( f = 0.6 \). The iso-potential contours are much rounder: they have axis ratios \( f/\Psi \sim 0.84 = 1.4 f \).

**Deflection Angle**

The deflection angle can be derived as usual by taking the gradient of the lensing potential. It is convenient to operate in polar coordinates, so that

\[ \frac{\partial}{\partial x_1} = \cos \varphi \frac{\partial}{\partial x} - \sin \varphi \frac{\partial}{\partial \varphi} \quad (5.85) \]

and

\[ \frac{\partial}{\partial x_2} = \sin \varphi \frac{\partial}{\partial x} + \cos \varphi \frac{\partial}{\partial \varphi} \quad (5.86) \]
Thus, the components of the deflection angle are

\[ \alpha_1(\vec{x}) = \frac{\sqrt{f'}}{f'} \arcsinh \left( \frac{f'}{f} \cos \varphi \right) \]

\[ \alpha_2(\vec{x}) = \frac{\sqrt{f'}}{f'} \arcsin(f' \sin \varphi). \]  

(5.87)

As found for the SIS, the deflection angle of the SIE does not depend on \( x \).

**Shear**

The shear components can be obtained from the derivatives of the deflection angle:

\[ \gamma_1(\vec{x}) = \frac{1}{2} \left( \frac{\partial \alpha_1}{\partial x_1} - \frac{\partial \alpha_2}{\partial x_2} \right), \]

\[ \gamma_2(\vec{x}) = \frac{\partial \alpha_1}{\partial x_2}. \]  

(5.88)

Using the differential operators in polar coordinates and the results above, we find that the shear components are

\[ \gamma_1(\vec{x}) = -\frac{\sqrt{f}}{2x \Delta(\varphi)} \cos 2\varphi = -\kappa(\vec{x}) \cos 2\varphi \]

\[ \gamma_2(\vec{x}) = -\frac{\sqrt{f}}{2x \Delta(\varphi)} \sin 2\varphi = -\kappa(\vec{x}) \sin 2\varphi, \]  

(5.89)

and that \( \gamma = \sqrt{\gamma_1^2 + \gamma_2^2} = \kappa \), as for the SIS.
Critical Lines

We can now compute the lensing Jacobian, which is

\[
A = \begin{bmatrix}
1 - \kappa - \gamma_1 & -\gamma_2 \\
\gamma_2 & 1 - \kappa + \gamma_1
\end{bmatrix} = \begin{bmatrix}
1 - 2\kappa \sin^2 \varphi & \kappa \sin 2\varphi \\
\kappa \sin 2\varphi & 1 - 2\kappa \cos^2 \varphi
\end{bmatrix}.
\] (5.90)

The tangential and radial eigenvalues of \(A\) are

\[
\lambda_t(\vec{x}) = 1 - \kappa(\vec{x}) - \gamma(\vec{x}) = 1 - 2\kappa(\vec{x})
\]

\[
\lambda_r(\vec{x}) = 1 - \kappa(\vec{x}) + \gamma(\vec{x}) = 1.
\] (5.91)

It turns out that, similarly to the SIS lens, the SIE does not have a radial critical line, being the radial magnification always unity. Instead, the tangential critical line is the ellipse defined by the condition

\[
\kappa(\vec{x}) = \frac{1}{2}.
\] (5.92)

The coordinates of the points on the ellipse can be obtained by inverting Eq. 5.80:

\[
\vec{x}_t(\varphi) = \sqrt{f/\Delta(\varphi)} [\cos \varphi, \sin \varphi].
\] (5.93)

The critical lines of two SIE lenses with \(f = 0.6\) and \(f = 0.2\) are shown with dashed red lines in the left and in the right panels of Fig. 5.14.

Caustic and Cut

The points on the critical line can be mapped onto the source plane using the lens equation, to obtain the corresponding points on the tangential caustics:

\[
y_{t,1}(\varphi) = \frac{\sqrt{f}}{\Delta(\varphi)} \cos \varphi - \sqrt{f/f'} \arcsinh \left(\frac{f'}{f} \cos \varphi\right),
\]

\[
y_{t,2}(\varphi) = \frac{\sqrt{f}}{\Delta(\varphi)} \sin \varphi - \sqrt{f/f'} \arcsin(f' \sin \varphi).
\] (5.94)

The resulting curves for the same lenses with \(f = 0.6\) and \(f = 0.2\) are given by the solid red lines in Fig. 5.14. Introducing the ellipticity breaks the axial symmetry of the SIS lens, transforming the point caustic into an extended curve with four cusps and four folds.

As for the SIS (see Eq. 5.57), we can determine the cut, whose points are defined as

\[
\vec{y}_c(\varphi) = \lim_{x \to 0} \vec{y}(x, \varphi) = -\vec{\alpha}(\varphi).
\] (5.95)
The cuts of the two SIE lenses with \( f = 0.6 \) and \( f = 0.2 \) are given by the blue solid curves in each panel of Fig. 5.14.

The cut and the caustic intercept the \( y_1 \) and the \( y_2 \) axes at points that are symmetric with respect to the center of the lens. These points have coordinates

\[
\begin{align*}
  s_{1,\pm,c} &= [y_{c,1}(\varphi = 0, \pi), 0], \\
  s_{2,\pm,c} &= [0, y_{c,2}(\varphi = \pi/2, -\pi/2)]
\end{align*}
\]

(5.97)

for the cut, and

\[
\begin{align*}
  s_{1,\pm,t} &= [y_{t,1}(\varphi = 0, \pi), 0], \\
  s_{1,\pm,t} &= [0, y_{t,2}(\varphi = \pi/2, -\pi/2)]
\end{align*}
\]

(5.98)

for the caustic. The sign \( \pm \) indicates whether the points are on the positive or the negative semi-axes.

Figure 5.15 shows how \( s_1 \) and \( s_2 \) (on the positive \( y_1 \) and \( y_2 \) axes) vary as a function of \( f \) for both the cut and the caustic. Clearly, \( s_{1,c} > s_{1,t} \) for any \( f \), meaning that the cut is always external to the tangential caustic along the \( y_1 \) axis, i.e. along
Intercepts between the cut (solid lines) and the caustics (dashed lines) with the positive $y_1$ and $y_2$ semi-axes (blue and red lines, respectively) as a function of $f$.

The minor axis of the lens. On the contrary, there exists a value, $f = f_0 = 0.3942$, such that

$$s_{2,c} \leq s_{2,t} \text{ for } f \leq f_0,$$

$$s_{2,c} > s_{2,t} \text{ for } f > f_0.$$

Therefore, for large ellipticities, corresponding to small values of $f$, the tangential caustic extends outside the cut along the $y_2$ axis. The cusps which are not contained within the cut are called \textit{naked}.

\textbf{Multiple Images}

Finding the multiple images of a source lensed by the SIE model requires using numerical methods. We discuss the implementation of one of such algorithms in python in Sect. 5.11.1.

It is useful to see how the pieces of the tangential critical line are mapped onto the caustic. In the left panel of Fig. 5.16, we divide the critical line into four parts, corresponding to the quadrants in the lens plane. We use different colors to indicate the critical points with polar angles in the ranges $[0, \pi/2)$, $(\pi/2, \pi)$, $(\pi, 3/2\pi)$,
and $[3/2\pi, 2\pi)$ (see Eq. 5.93). In the right panel, the corresponding points on the caustic, obtained using Eq. 5.94, are shown using the same colors. We use the same color-code to visualize the points on the cut, depending on the polar angle $\phi$.

We can see that the mapping of the critical points follows a left–right rule: the first and the fourth quadrants in the lens plane ($\phi \in [0, \pi/2)$ and $\phi \in [3/2\pi, 2\pi)$) are mapped onto the second and the third quadrants of the source plane, and vice versa.

The points on the cut, instead, follow a diagonal rule. For example, the portion of the cut in the first quadrant in the source plane corresponds to $\phi \in [\pi, 3/2\pi)$.

**Remark 5.5.** As seen earlier, in lenses with a radial critical line, the cut becomes the radial caustic. Thus the same diagonal rule applies for the mapping of the radial critical points onto the radial caustic.

With these results in mind, we can easily guess the position of a source whose images are near some portion of the critical line. For example, if we observe images near the red portion of the critical line in Fig. 5.16, then the corresponding source position is near the red portion of the caustic.

The multiplicity of the images produced by the SIE lens depends on the caustic and cut shapes and the source’s position with respect to these two curves. The following rules apply:

- A source far away from the lens, i.e. outside of both the cut and the caustic, has only one image.
- The number of images increases by one, if the source is inside the cut.
- The number of images increases by two if the source is inside the caustic.
The last two rules do not exclude each other, i.e. if the source is inside the cut AND the caustic, the number of images increases by three. Thus, a SIE lens can produce up to four images of a single source. More precisely,

- If $f > f_0$, the lens can produce either 1, 2, or 4 images. It depends on whether the source is outside the cut, between the cut and the caustic, or inside the caustic.
- If $f \leq f_0$, the lens can produce 1, 2, 3, or 4 images. Indeed, for such lenses, a source can be located within the caustic but outside the cut. Thus, up to three images can form in this case.

Figure 5.17 shows the images of circular sources at different positions relative to the caustic and the cut. The SIE lens used in these examples has $f = 0.6$. The solid and the dashed lines in the left panels indicate the caustics and the cut, respectively. The colored circles mark the positions of several circular sources with radii $r = 0.05\xi_0$. We show the corresponding images in the right panels. The solid black lines indicate the tangential critical lines.

The upper panels show how the image geometry changes when the source is brought closer to the lens center by crossing the cut and the fold of the caustic. Sources outside the cut have only one image located in the same quadrant of the image plane onto which the source position is projected. When the source crosses the cut, one additional image appears near the center of the lens. This is not surprising, given that the cut is given by Eq. 5.95. As the source is brought closer to the caustic, the central image moves away from the lens center. It is located in the lens plane’s quadrant opposite to that where the source is projected. In this case, the abovementioned diagonal rule applies. At the caustic crossing, two images appear on opposite sides of the critical line. Note that if the source is near the fold in the first quadrant of the source plane, these two images appear in the second quadrant of the lens plane, following the left–right mapping rule, which applies to the tangential critical points. As the source is brought even closer to the center of the lens, the images have a symmetric configuration called Einstein cross.

The middle and bottom panels refer to the same lens. We move the source from outside the cut toward the center of the lens, passing through the cusps of the tangential caustic. At the caustic crossing, three images merge at the critical line. Again, the left–right rule applies.

Figure 5.18 is analogous to Fig. 5.17, but refers to a SIE lens with $f = 0.2$. Note that the middle panels show the image configurations for a source moved across the naked cusp. When the source is on the cusp, we find again that three images merge. When the source is inside the caustic but still outside the cut, the image multiplicity is three, as anticipated earlier.

**Distortion and Parity of the Images**

We can now comment on the magnification and parity. From Eqs. 5.80 and 5.89, we obtain that

$$
\mu = \frac{1}{1 - 2\kappa}.
$$

(5.100)
Fig. 5.17 Lensing of circular sources by a SIE lens with $f = 0.6$. In the left panels, we use different colors to indicate sources at several angular separations from the lens center. The caustic and the cut are given by the black solid and dashed lines. The images (colored contours) and the critical line (solid black line) are shown in the right panels.
Fig. 5.18  As in Fig. 5.17, but for a SIE lens with \( f = 0.2 \)

meaning that \( \mu > 0 \) for \( \kappa < 0.5 \). Therefore, the parity of the images is positive outside the critical line, negative otherwise.
Given the singularity of the lensing potential near the center, the images are either minima or saddle points of the time delay surface. The images inside the critical line are saddle points. Those outside the critical line are minima.

The magnification of the images near the center of the lens is minimal (|μ| ∼ 0), being the lensing potential discontinuous at the lens’s center. Since the radial magnification is always unity, the images near the lens center are tangentially demagnified. Of course, the magnification diverges near the critical line.

Figures 5.17 and 5.18 show that the images near the critical line are distorted tangentially leading to the formation of gravitational arcs. The individual images are elongated and merge at the critical line. The largest gravitational arcs result from the merger of three images of sources near the caustic cusps.

In the examples shown in Figs. 5.17 and 5.18, the source size is \( r = 0.05 \) in units of \( \xi_0 \). In Fig. 5.19, we show how a source of radius \( r = 0.5 \) at the caustic center is distorted to form a complete Einstein ring. Thus, the observed distortions depend on the size of the source relative to the caustic size. If the source size is large compared to the caustic size, the effect of ellipticity is merely detectable.

Figure 5.20 illustrates how the image parity changes moving from inside to outside the critical line. For each source in the left panel, we mark four characteristic points in their contours. We indicate them with circles, triangles, squares, and stars in counter clockwise order. We can see that the same symbol sequence is preserved in images outside the critical line in the right panel. In the images inside the critical line, circles and squares are interchanged, following the left–right rule introduced above.

Note that half of the orange source is within the caustic. Therefore, only part of this source has four images, while the remaining portion only has two images. For
Fig. 5.20 Lensing of an extended source of radius $r = 0.05$ by a SIE lens with $f = 0.6$ moved across the cut and the fold of the caustic. Four points on the source contours are marked with symbols. The same symbols are mapped onto the image plane on the image contours.

example, the points marked with a circle and triangle in this source do not appear in the fold arc in the second quadrant of the lens plane.

5.4.2 Softened (Non-singular) Elliptical Models

We can introduce a core also in the SIE lens model. In this case, however, the model becomes not easily tractable analytically. A discussion on the properties of the Non-singular Isothermal Ellipsoid (NIE) is given by Kormann et al. (1994). Similar complications arise from changing the slope of the density profile. A detailed description of the elliptical power-law lens model can be found in Tessore and Metcalf (2015).

Here, we only summarize some properties of the NIE model, whose surface density is written as

$$\Sigma(\xi) = \frac{\sigma^2}{2G} \frac{\sqrt{f}}{\xi_1^2 + f^2 \xi_2^2 + \xi_c^2}, \quad (5.101)$$

where $\xi_c$ is the core radius. With the usual choice of $\xi_0 = \xi_{0,SIS}$, the convergence profile becomes

$$\kappa(x) = \frac{\sqrt{f}}{2\sqrt{x_1^2 + f^2 x_2^2 + x_c^2}}. \quad (5.102)$$

We show some examples of critical lines and caustics in Fig. 5.21. Depending on the values of $f$ and of $x_c$, the lens can have two separate critical lines and caustics.
Fig. 5.21 Critical lines and caustics for NIE lenses with different values of $f$ and $x_c$. Examples of each topology are shown.
(one radial and one tangential), only one tangential critical line and caustic, or no critical lines and caustics at all. In particular,

- If $x_c < f^{3/2}/2$ there are two distinguished critical lines and caustics. One caustic is the tangential caustic and has four cusps. The other is the radial caustic and has no cusps. The tangential caustic is completely contained within the radial caustic if the ellipticity is small ($f$ is large). Even in the case of mildly elliptical lenses, the radial caustic contains the tangential caustic if the core is small enough.

- If $f^{3/2}/2 < x_c < f^{3/2}/(1 + f)$, the radial caustic is contained within the tangential caustic. Besides, both the radial and the tangential caustics have only two cusps.

- If $f^{3/2}/(1 + f) < x_c < f^{1/2}/(1 + f)$, the lens has only a tangential critical line and caustic. The radial critical lines and caustics disappear for $x_c = f^{3/2}/(1 + f)$.

- Even the tangential caustic disappears if $x_c = f^{1/2}/(1 + f)$. Thus, for $x_c > f^{1/2}/(1 + f)$ the lens does not have critical lines and caustics.

Depending on the caustics structure, the NIE can produce 1, 3, or 5 images of a source. These cases are illustrated in Fig. 5.21.

### 5.4.3 Pseudo-Elliptical Models

Pseudo-elliptical lenses are lenses whose iso-potential contours are ellipses with axis ratio $f$.

Let us consider a circular symmetric potential $\Psi(x)$, where $x$ is, as usual, the distance from the center of the lens in dimensionless units. As previously done for the surface density, circular iso-potential contours can be transformed into ellipses by making the substitution

$$x \rightarrow x = \sqrt{x_1^2 + f^2x_2^2}. \quad (5.103)$$

The ellipses have minor axis $x$ and major axis $x/f$, and their major axes are aligned with the $x_2$ axis.

The great advantage of introducing the ellipticity in the potential rather in the projected density is that all lens properties can be obtained more easily by means of derivatives of circular symmetric quantities. For example, the components of the deflection angle are

$$\alpha_1(\bar{x}) = \frac{\partial \Psi(x)}{\partial x_1} = \Psi'(x) \frac{\partial x}{\partial x_1} = \tilde{\alpha}(x) \frac{\partial x}{\partial x_1},$$

$$\alpha_2(\bar{x}) = \frac{\partial \Psi(x)}{\partial x_2} = \Psi'(x) \frac{\partial x}{\partial x_2} = \tilde{\alpha}(x) \frac{\partial x}{\partial x_2}. \quad (5.104)$$
where \( \tilde{\alpha} (x) \) is the deflection angle of the circular symmetric lens whose potential is \( \Psi(x) \). Convergence and shear are linear combinations of the second derivatives of the lensing potential, or, equivalently, of the first derivatives of the components of the deflection angle (Sect. 3.3):

\[
\Psi_{11}(\vec{x}) = \frac{\partial \alpha_1(\vec{x})}{\partial x_1} = \tilde{\alpha}'(x) \left( \frac{\partial x}{\partial x_1} \right)^2 + \tilde{\alpha}(x) \frac{\partial^2 x}{\partial x_1^2},
\]

\[
\Psi_{22}(\vec{x}) = \frac{\partial \alpha_2(\vec{x})}{\partial x_2} = \tilde{\alpha}'(x) \left( \frac{\partial x}{\partial x_2} \right)^2 + \tilde{\alpha}(x) \frac{\partial^2 x}{\partial x_2^2},
\]

\[
\Psi_{12}(\vec{x}) = \frac{\partial \alpha_1(\vec{x})}{\partial x_2} = \tilde{\alpha}'(x) \frac{\partial x}{\partial x_1} \frac{\partial x}{\partial x_2} + \tilde{\alpha}(x) \frac{\partial^2 x}{\partial x_1 \partial x_2}. \tag{5.105}
\]

Thus, the calculation of the lens properties is fast even when done with numerical methods.

The disadvantage of introducing ellipticity in the potential rather than in the surface density is that the resulting iso-surface density contours are not elliptical. They have a characteristic dumbbell shape, as shown in Fig. 5.22 (see e.g. Kassiola

Fig. 5.22 Convergence map of a pNIE lens with \( f = 0.7 \). The solid lines show some contours of constant convergence. For comparison, the dashed lines correspond to NIE lens with the same value of \( f \)
& Kovner 1993). The figure displays the convergence map of a pseudo-NIE (pNIE) model with lensing potential

\[ \Psi(\vec{x}) = \sqrt{x_1^2 + f^2 x_2^2 + x_c^2} \] (5.106)

and axis ratio \( f = 0.7 \). The solid lines are contours of constant convergence. The dashed lines show equivalent contours for a NIE lens with the same axis ratio \( f \).

Note that the lens potential is rounder than the corresponding mass distribution. In the case of large ellipticities, pseudo-elliptical potentials correspond to nonphysical mass distributions (e.g. with negative convergence) (Golse & Kneib 2002, Kassiola & Kovner 1993).

### 5.5 Other Profiles

A large variety of mass profiles has been used in the literature to model gravitational lenses. A relatively comprehensive catalog of such models is presented in Keeton (2001). Here, we briefly discuss two of them. The first is the Navarro–Frenk–White model, and the second is the dual Pseudo-Isothermal Elliptical model.

#### 5.5.1 The Navarro–Frenk–White Model

Navarro et al. (1997) found that the density profile of dark matter halos numerically simulated in the framework of Cold-Dark-Matter cosmogony can be very well described by the radial function

\[ \rho(r) = \frac{\rho_s}{(r/r_s)(1 + r/r_s)^2}, \] (5.107)

within the wide mass range \( 3 \times 10^{11} \lesssim M_{\text{vir}}/(h^{-1} M_\odot) \lesssim 3 \times 10^{15} \). The logarithmic slope of this density profile changes from \(-1\) at the center to \(-3\) at large radii. Therefore, it is flatter than that of the SIS in the inner part of the halo and steeper in the outer part. The two parameters \( r_s \) and \( \rho_s \) are the scale radius and the characteristic density of the halo. The profile in Eq. 5.107 is known as Navarro–Frenk–White density profile (NFW hereafter).

Navarro et al. (1997) parameterized dark matter halos by their masses \( M_{200} \), i.e. the masses enclosed in spheres with radius \( r_{200} \) in which the average density is 200 times the critical density. The relationship between \( M_{200} \) and \( r_{200} \) is given by

\[ r_{200} = 1.63 \times 10^{-2} \left( \frac{M_{200}}{h^{-1} M_\odot} \right)^{1/3} \left[ \frac{\Omega_0}{\Omega(z)} \right]^{-1/3} (1 + z)^{-1/2} h^{-1} \text{ kpc}. \] (5.108)
This definition depends on the redshift \( z \) at which the halo is identified as well as on the background cosmological model. In particular, \( \Omega_0 \) and \( \Omega(z) \) are the density parameters of the universe at redshift 0 and \( z \), respectively.

From the former definition of \( r_{200} \), the concentration, \( c \equiv r_{200}/r_s \), and the characteristic density are linked by the relation,

\[
\rho_s = \frac{200}{3} \rho_{cr} \frac{c^3}{\left[ \ln(1+c) - c/(1+c) \right]}. \tag{5.109}
\]

Numerical simulations show that the scale radii of dark matter halos at any redshift \( z \) systematically change with mass in such a way that concentration is a characteristic function of \( M_{200} \) (Bhattacharya et al. 2013, De Boni et al. 2013, Diemer & Kravtsov 2015, Dolag et al. 2004, Duffy et al. 2008, Dutton & Macciò 2014, Ludlow et al. 2014, Meneghetti et al. 2014).

The lensing properties of halos with NFW profiles are discussed in several papers (e.g. Bartelmann 1996, Meneghetti et al. 2003, Wright and Brainerd 2000). If we take \( \xi_0 = r_s \), the density profile 5.107 implies the surface-mass density

\[
\Sigma(x) = \frac{2 \rho_s r_s}{x^2 - 1} f(x), \tag{5.110}
\]

with

\[
f(x) = \begin{cases} 
1 - \frac{2}{\sqrt{x^2-1}} \arctan \sqrt{\frac{x-1}{x+1}} & (x > 1) \\
1 - \frac{2}{\sqrt{1-x^2}} \arctanh \sqrt{\frac{1-x}{1+x}} & (x < 1) \\
0 & (x = 1)
\end{cases} \tag{5.111}
\]

The lensing potential is given by

\[
\Psi(x) = 4 \kappa_s g(x), \tag{5.112}
\]

where

\[
g(x) = \frac{1}{2} \ln^2 \frac{x}{2} + \begin{cases} 
2 \arctan^2 \sqrt{\frac{x-1}{x+1}} & (x > 1) \\
-2 \arctanh^2 \sqrt{\frac{1-x}{1+x}} & (x < 1) \\
0 & (x = 1)
\end{cases} \tag{5.113}
\]

and \( \kappa_s \equiv \rho_s r_s \Sigma_{cr}^{-1} \). This implies the deflection angle

\[
\alpha(x) = \frac{4 \kappa_s}{x} h(x), \tag{5.114}
\]
with

\[ h(x) = \ln \frac{x}{2} + \begin{cases} 
\frac{2}{\sqrt{x^2-1}} \arctan \sqrt{\frac{x-1}{x+1}} & (x > 1) \\
\frac{2}{\sqrt{1-x^2}} \arctanh \sqrt{\frac{1-x}{1+x}} & (x < 1) \\
1 & (x = 1)
\end{cases} \quad (5.115) \]

It is an important feature of the NFW lensing potential (Eq. 5.112) that its radial profile is considerably less curved near the center than the SIS profile (Eq. 5.84). Since the curvature of \( \Psi \) determines the local imaging properties, this immediately implies substantial changes to the lensing properties.

The convergence can be written as

\[ \kappa(x) = \frac{\Sigma(x)}{\Sigma_{cr}} = 2\kappa_s \frac{f(x)}{x^2 - 1}, \quad (5.116) \]

from which we obtain the dimensionless mass,

\[ m(x) = 2 \int_0^x \kappa(x') x' dx' = 4k_s h(x). \quad (5.117) \]

Finally, the shear profile can be derived from Eq. 5.21.

We can solve the lens equation for this kind of lens model using numerical methods also in the case of circular symmetry (e.g. employing the image diagram). At fixed halo mass, the NFW lens’s critical curves are closer to its center than for a SIS lens because of its flatter density profile. There, the potential is less curved. Thus the image magnification is larger and decreases more slowly away from the critical curves. Therefore NFW lenses are less efficient in image splitting than SIS lenses but comparably efficient in image magnification. An essential feature of the NFW model is that it can have a radial critical line, and it is thus capable of reproducing radial arcs observed in several galaxy clusters.

Due to the relative complexity of this lens model, ellipticity is usually introduced in the lensing potential (e.g. Golse & Kneib 2002, Meneghetti et al. 2003) as discussed in Sect. 5.4.3.

### 5.5.2 The Dual Pseudo-Isothermal Mass Distribution

The dual Pseudo-Isothermal model is a variation of the Isothermal model discussed earlier, including both a core and a cut radius in the density profile. Together with its simplicity, this feature makes it useful to describe mass distributions both on the scales of galaxies and galaxy clusters.
The profile of the three-dimensional density is given by

$$\rho(r) = \frac{\rho_0}{(1 + r^2/r_{core}^2)(1 + r^2/r_{cut}^2)} , \quad (5.118)$$

where $r_{core}$ and $r_{cut}$ are the core and the cut radii, respectively, with $r_{cut} > r_{core}$. The profile is isothermal, $\rho \propto r^{-2}$, for $r_{core} < r < r_{cut}$. At small radii, $r < r_{core}$ it reaches a plateau with central density $\rho_0$. Finally, for $r \gg r_{cut}$, the density falls off very steeply as $\rho \propto r^{-4}$.

The central density $\rho_0$ is related to the 1D-central velocity dispersion, $\sigma_0$, as (Eliasdóttir et al. 2007, Limousin et al. 2005)

$$\rho_0 = \frac{\sigma_0^2}{2\pi G} \frac{r_{cut} + r_{core}}{r_{core} r_{cut}} . \quad (5.119)$$

In the limit, $r_{core} \to 0$ and $r_{cut} \to \infty$, Eq. 5.118 reduces to Eq. 5.48 with $\sigma_v = \sigma_0$.

By integrating the three-dimensional density along the line-of-sight, we obtain the surface density

$$\Sigma(\xi) = \frac{\sigma_0^2}{2G} \frac{r_{cut}}{r_{cut} - r_{core}} \left( \frac{1}{\sqrt{\xi^2 + r_{core}^2}} - \frac{1}{\sqrt{\xi^2 + r_{cut}^2}} \right) . \quad (5.120)$$

This shows a nice property of the model, namely that the surface density profile is the difference between two NIS profiles (see Eq. 5.63). This feature makes possible to compute the properties of the lens model using the Equations discussed in Sect. 5.3.

It is important to note that the mass of a dual Pseudo-Isothermal lens is finite. Indeed, the projected mass profile is

$$M(\xi) = 2\pi \int_0^\xi \Sigma(\xi') \xi' d\xi'$$

$$= \frac{\pi \sigma_0^2}{G} \frac{r_{cut}}{r_{cut} - r_{core}} \left( \sqrt{r_{core}^2 + \xi^2} - r_{core} - \sqrt{r_{cut}^2 + \xi^2} + r_{cut} \right) , \quad (5.121)$$

and, in the limit $\xi \to \infty$, we obtain

$$M_{tot} = \frac{\pi \sigma_0^2 r_{cut}}{G} . \quad (5.122)$$
5.6 External Perturbations

It is often necessary to embed a lens into an external shear to account for matter in the lens surroundings. A useful approach is to model this shear by means of a potential $\Psi_\gamma$, which must satisfy the following conditions:

\[
\begin{align*}
\gamma_1 &= \frac{1}{2}(\Psi_{11} - \Psi_{22}) = \text{const.} \\
\gamma_2 &= \Psi_{12} = \text{const.} \\
\kappa &= \frac{1}{2}(\Psi_{11} + \Psi_{22}) = \text{const.}
\end{align*}
\]  

(5.123)

If $\Psi_{11} \pm \Psi_{22}$ are required to be constant, $\Psi_{11}$ and $\Psi_{22}$ must separately be constants, thus

\[
\Psi_\gamma(x) = C x_1^2 + C' x_2^2 + D x_1 x_2 + E .
\]

(5.124)

By differentiating, we obtain that

\[
\begin{align*}
\frac{1}{2}(\Psi_{11} - \Psi_{22}) &= C - C' = \gamma_1 \\
\Psi_{12} &= D = \gamma_2 \\
\frac{1}{2}(\Psi_{11} + \Psi_{22}) &= C + C' = \kappa.
\end{align*}
\]

(5.125)

Imposing $\kappa = 0$, we obtain

\[
C = -C' \Rightarrow C = \frac{\gamma_1}{2}.
\]

(5.126)

Therefore,

\[
\Psi_\gamma(x) = \frac{\gamma_1}{2}(x_1^2 - x_2^2) + \gamma_2 x_1 x_2 .
\]

(5.127)

If $\phi_\gamma$ is the angle defining the direction of the external shear (or better the direction of the eigenvectors of the shear with eigenvalue $\gamma$, see Sect. 3.3), i.e.

\[
\begin{align*}
\gamma_1 &= \gamma \cos 2\phi_\gamma , \\
\gamma_2 &= \gamma \sin 2\phi_\gamma ,
\end{align*}
\]

(5.128)

then, in polar coordinates,

\[
\Psi_\gamma(x, \phi) = \frac{\gamma}{2} x^2 \cos 2(\phi - \phi_\gamma) .
\]

(5.129)
Likewise, if the lens is embedded in a sheet of constant surface-mass density producing no shear, from Eq. 5.125 we find

$$\Psi_\kappa(\vec{x}) = \frac{\kappa}{2}(x_1^2 + x_2^2) = \frac{\kappa}{2}x^2.$$  \hspace{1cm} (5.130)

Irrelevant constants have been omitted in the equations above.

The deflection angle of a sheet of constant surface-mass density is

$$\vec{\alpha}(\vec{x}) = \vec{\nabla}\Psi_\kappa(\vec{x}) = \kappa\vec{x}.$$  \hspace{1cm} (5.131)

Thus, the lens equation reads, in this case,

$$\vec{y} = \vec{x} - \vec{\alpha}(\vec{x}) = \vec{x}(1 - \kappa).$$  \hspace{1cm} (5.132)

If $\kappa = 1$, $y = 0$ for all images, i.e. this sheet focuses all light rays exactly on the origin. This gravitational lens thus has a well-defined focal point.

The potential $\Psi_\gamma$ is a particular case of a more general class of perturbations described by potentials of the kind

$$\Psi_{\text{ext}}(x, \phi) = \frac{\epsilon}{m}x^n \cos m(\phi - \phi_\epsilon).$$  \hspace{1cm} (5.133)

For example, the external shear corresponds $m = 2$ and $n = 2$. Higher-order perturbations can be modeled with such potentials (see e.g. Meneghetti et al. 2017, Oguri et al. 2013).

### 5.7 Multiple Mass Components

We often cannot describe gravitational lenses with smooth mass distributions composed of a single mass clump. Indeed, many lenses show a hierarchy of mass components. The largest mass components, which we may refer to as macro-lenses, are responsible for the largest-scales lensing effects, often the easiest to identify and measure. On the contrary, the smallest mass clumps within the macro-lenses may be referred to as substructures and act as perturbers of the macro-lens.

The superposition principle allows to compute the total potential of the lens as the sum of the potentials of the individual mass components. Thus, the total potential of a lens composed of $n_{\text{smooth}}$ smooth large-scale mass components and of $n_{\text{sub}}$ small-scale mass clumps can be written as

$$\Psi(\vec{x}) = \sum_{i=1}^{n_{\text{smooth}}} \Psi_{\text{smooth},i}(\vec{x} - \vec{x}_{\text{smooth},i}) + \sum_{i=1}^{n_{\text{sub}}} \Psi_{\text{sub},i}(\vec{x} - \vec{x}_{\text{sub},i}),$$  \hspace{1cm} (5.134)
where $\Psi_{\text{smooth},i}$ and $\Psi_{\text{sub},i}$ are the lensing potentials of the $i$-th large- and small-scale mass clumps at positions $\vec{x}_{\text{smooth},i}$ and $\vec{x}_{\text{sub},i}$, respectively.

In case of lenses embedded in some external perturbation described by a potential $\Psi_{\text{ext}}$, we can further add it to the potential in Eq. 5.134:

$$\tilde{\Psi}(\vec{x}) = \Psi(\vec{x}) + \Psi_{\text{ext}}(\vec{x}).$$ (5.135)

We can compute lens properties such as deflection angles, convergence, and shear as usual by taking the first and second derivatives of the lensing potential and by combining them.

Multi-modality in the mass distribution of gravitational lenses is very relevant, particularly in galaxy clusters and galaxy groups. In the hierarchical model of structure formation, galaxy clusters are the largest and the youngest structures in the universe. They form through the assembly of smaller-scale structures, and for this reason, they are often observed during mergers. Several studies have shown that multi-modal mass distributions are very efficient gravitational lenses. Indeed, the shear of each mass component causes the critical lines and the caustics of the lens to extend into regions of low convergence (see, e.g. Meneghetti et al. 2010, Torri et al. 2004).

Substructures act as lenses within larger lenses. They can significantly affect the appearance and the positions of images of sources lensed by the primary lens where they reside. The magnitude of these effects depends on the relative size of the substructure and source. If the latter is much more extended than the Einstein ring of the substructure, then the substructure manifests as a small-scale perturbation of the lensed images’ surface brightness. Suppose instead that the source is sufficiently small. In that case, the substructure can induce significant magnification variations, often seen as “anomalies.”

The so-called “flux-ratio anomalies” represent a long-standing problem in strong lensing (Kochanek 1991). In many multiply imaged quasars, the image positions can be well reproduced with lens models having smooth mass distributions, but relative flux-ratios of multiple images cannot. In particular, there are image configurations where simple mathematical relations between the image fluxes must be satisfied. For example, in the case of a source near the cusp of the tangential caustic of an elliptical lens, three images form near the tangential critical line, as shown in the middle and bottom panels of Figs. 5.17 and 5.18. Let us dub these images as 1, 2, and 3, respectively. In this situation, the image fluxes should satisfy the so-called cusp-relation:

$$R_{\text{cusp}} = \frac{\mu_1 + \mu_2 + \mu_3}{||\mu_1|| + ||\mu_2|| + ||\mu_3||} \to 0, \text{ for } \mu_{\text{tot}} \to \infty,$$ (5.136)

i.e. the sum of the signed magnifications of the cusp images approaches zero as the source moves toward the cusp (Blandford & Narayan 1986, Schneider et al. 1992). Similarly, a source near the fold of the caustic has two images, one inside and one
outside the critical line, that must satisfy the so-called fold-relation:

\[ R_{fold} = \frac{\mu_1 + \mu_2}{|\mu_1| + |\mu_2|} \to 0 \quad \text{for} \quad \mu_{tot} \to \infty , \] (5.137)

i.e. the sum of the signed magnifications of the fold images approaches zero as the source moves toward the fold. It has been suggested that substructures in galaxies could be among the possible causes why these relations are often not satisfied (Amara et al. 2006, Mao & Schneider 1998, Metcalf & Madau 2001, Metcalf & Zhao 2002, Xu et al. 2015).

Consider the mass distribution in Fig. 5.23, obtained by combining several mass clumps modeled as NIE lenses. In addition to a large-scale mass component, the lens contains 100 randomly distributed substructures, all having the same mass. This toy lens model could be a representative of a massive galaxy cluster. In Fig. 5.24, we show some examples of strong lensing effects by substructures. Massive substructures such as cluster galaxies can split large gravitational arcs into smaller arclets (Desprez et al. 2018, Kassiola et al. 1992, Rivera-Thorsen et al. 2012).

![Fig. 5.23](image.png)

**Fig. 5.23** The image shows a mass distribution obtained by combining several mass clumps modeled as NIE lenses. In addition to a large-scale mass component, the lens contains 100 randomly distributed substructures, all having the same mass. The yellow and white lines show the tangential and radial critical lines, respectively.
Fig. 5.24 Strong lensing effects by substructures. In the upper left and right panels, we show the caustics and the critical lines of the lens in Fig. 5.23. Two sources are located within the blue rectangles S1 and S2 in the upper left panel. We zoom over the same regions in the middle and bottom left panels, and we show the corresponding images I1 and I2 in the right panels.

(2019), as in the case of the image indicated as I1 in the upper right panel. The corresponding source is labeled S1 in the upper left panel. The primary lens and
the substructures have their critical lines and caustics, shown in red in the right and left panels. The source S1 is within the cusp of the tangential caustic of the primary lens. For this reason, three of its images merge into the tangential arc in panel I1. Besides, the source in S1 is also located at the intersection of several small substructure caustics, as it can be better seen in the middle left panel. The source parts which overlap with these caustics are imaged several additional times around the substructure critical lines. Consequently, the arc appears broken in several small pieces and is locally curved around the substructures. We show a zoom-in of the arc in the middle right panel. If the source is sufficiently small to be fully contained into a secondary caustic, as the source S2, it produces sets of multiple distinct images around the corresponding secondary critical line. For example, we show the images I2 of S2 in the bottom right panel. It has been estimated that substructures account for \( \sim 30\% \) of the efficiency of galaxy clusters to produce strong lensing effects (Meneghetti et al. 2007).

5.8 Time Delays

As seen in Sect. 3.6.1, the time delay of a source at \( \vec{y} \) is

\[
t(\vec{x}) = \frac{(1 + z_L)}{c} D_L D_S \frac{D_{L}^2}{D_{LS}} \left[ \frac{1}{2} (\vec{x} - \vec{y})^2 - \Psi_1(\vec{x}) \right]
\]

\[
t(\vec{x}) = \frac{(1 + z_L)}{c} \frac{D_L D_S}{D_{LS}} \tau(\vec{x}) = \frac{(1 + z_L)}{c} \frac{D_{\Delta t}}{\tau(\vec{x})}.
\]

(5.138)

We cannot measure the time delay of individual images in an absolute sense. However, we can measure the relative time delay between images if the source is intrinsically variable. In this case, the same variability-induced features should appear in the light-curves of its multiple images at different times, depending on the delay accumulated by light along each line-of-sight.

We consider an axially symmetric lens with a power-law mass profile given in Eq. 5.38. The profile of the deflection angle is then given in Eq. 5.40. Given that the deflection angle is the gradient of the lensing potential, it turns out that the latest is

\[
\Psi(x) = \frac{x^{3-n}}{3-n}.
\]

(5.139)

If \( n < 2 \), the lens can produce up to three multiple images of a source, depending on whether \( y \) is smaller or larger than the radius of the radial critical line, \( y_r \).

Let us assume that there are three multiple images, denoted as A, B, C, where A is the image located at the minimum of the time delay surface. We may use this image as the reference to measure the relative time delays of the other two images. Let us further assume that images B and C correspond to the saddle point and the maximum time delay surface.
Inserting the proper form of the lensing potential in the time delay function, we obtain that the Fermat potential of the \(i\)-th image is

\[
\tau(x_i) = \frac{\xi_i^2}{D_L^2} \left[ \frac{1}{2} x_i^{2(2-n)} - \frac{1}{3-n} x_i^{3-n} \right].
\]  

(5.140)

Thus, the time delay relative to image A is

\[
\Delta t_{iA} \propto \Delta \tau_{iA} = \frac{\xi_i^2}{D_L^2} \left[ \frac{1}{2} \left( x_i^{2(2-n)} - x_A^{2(2-n)} \right) - \frac{1}{3-n} \left( x_i^{3-n} - x_A^{3-n} \right) \right],
\]  

(5.141)

where \(i \in [B, C]\).

Let us assume that the observed spatial offset between images \(i\) and A is \(\Delta x_{iA} = x_A - x_i\). Then, the relative time delay can be written as a function of the image position A as

\[
\Delta t_{iA} \propto \Delta \tau_{iA} = \frac{\xi_i^2}{D_L^2} \left\{ \frac{1}{2} \left[ (x_A - \Delta x_{iA})^{2(2-n)} - x_A^{2(2-n)} \right] - \frac{1}{3-n} \left[ (x_A - \Delta x_{iA})^{3-n} - x_A^{3-n} \right] \right\},
\]  

(5.142)

We may consider the case of a source quite close to the lens tangential caustic. In this case, the images A and B will be located close to the Einstein ring, \(\Delta x_{BA} \sim 2\), independently on the value of \(n\). Instead, image C will be located near the center of the lens, so that \(\Delta x_{CA} \sim 1\).

As the central image is usually undetected, we focus our attention on image B. In Fig. 5.25, we can see how that the larger is the logarithmic slope \(n\), the larger is the relative time delay between this image and image A. This example shows that steeper and, generally speaking, more compact lenses produce longer time delays between multiple images of the same source.

Of course, the exact location of the images relative to the lens will impact the time delay’s magnitude. In the case discussed above, if the source is too close to the tangential caustic, the images A and B will have short time delays independently on the slope of the mass profile, given the nearly perfect symmetry of the time delay surface (see Sect.3.6.3). On the contrary, the larger is the offset between the lens and the source (provided that the source is still within the radial caustic or the cut, otherwise no multiple images would be produced), the longer is the time delay between the image pair.
Fig. 5.25  Relative time delay between the images of a source lensed by a power-law lens. The results are shown as a function of the power-law index $n$ for a source position slightly offset from the center of the lens, assuming that the images A and B, corresponding to the minimum and to the saddle point of the time delay surface, respectively, have a separation $\Delta x_{BA} \sim 1$

5.9  Mass-Sheet Degeneracy

We consider a lens with potential $\Psi(\vec{x})$ placed on a constant sheet of matter. From Eqs. 5.130 and 5.135 the total potential is

$$\tilde{\Psi}(\vec{x}) = \Psi(\vec{x}) + \frac{1}{2} \kappa_{ext} x^2.$$  (5.143)

The lens equation can then be written as

$$\vec{y} = \vec{x} - \tilde{\nabla} \tilde{\Psi}(\vec{x}) = (1 - \kappa_{ext}) \vec{x} - \tilde{\nabla} \Psi(\vec{x}).$$  (5.144)

This shows that, if we re-scale the potential $\Psi(\vec{x})$ and the source position $\vec{y}$ by the factor $(1 - \kappa_{ext})$, we obtain a new lens equation which has the same solutions as the lens equation of the isolated lens (i.e. without the mass sheet):

$$\tilde{y} = \vec{x} - \tilde{\nabla} \Psi(\vec{x}).$$  (5.145)
More generally, any transformation of the potential of the kind

\[ \Psi(\vec{x}) \rightarrow \tilde{\Psi}(\vec{x}) = \frac{1}{2} (1 - \lambda) x^2 + \lambda \Psi(\vec{x}), \tag{5.146} \]

where \( \lambda \) plays the role of \((1 - \kappa_{\text{ext}})\) and leaves the solutions of the lens equation unaltered. This degeneracy is called mass-sheet degeneracy and the potential transformation in Eq. 5.146 is called mass-sheet transformation.

By taking the second derivatives of the potential in Eq. 5.146, we find that, under mass-sheet transformations, the convergence and the shear change as

\[ \tilde{\kappa}(\vec{x}) = (1 - \lambda) + \lambda \kappa(x), \tag{5.147} \]
\[ \tilde{\gamma}(\vec{x}) = \lambda \gamma(x). \tag{5.148} \]

Therefore, the eigenvalues of the Jacobian matrix transform as

\[ \tilde{\lambda}_t(\vec{x}) = 1 - \tilde{\kappa}(\vec{x}) - \tilde{\gamma}(\vec{x}) = \lambda [1 - \kappa(\vec{x}) - \gamma(\vec{x})], \tag{5.149} \]
\[ \tilde{\lambda}_r(\vec{x}) = 1 - \tilde{\kappa}(\vec{x}) + \tilde{\gamma}(\vec{x}) = \lambda [1 - \kappa(\vec{x}) + \gamma(\vec{x})]. \tag{5.150} \]

Thus, mass-sheet transformations keep the critical lines of the lens unchanged.

Also the reduced shear is not altered by the mass-sheet transformation, because

\[ \tilde{g}(\vec{x}) = \frac{\tilde{\gamma}(\vec{x})}{1 - \tilde{\kappa}(\vec{x})} = \frac{\lambda \gamma(\vec{x})}{\lambda (1 - \kappa(\vec{x}))} = g(\vec{x}). \tag{5.151} \]

On the contrary, the determinant of the Jacobian transforms as

\[ \det \tilde{A}(\vec{x}) = [1 - \tilde{\kappa}(\vec{x})]^2 - \tilde{\gamma}(\vec{x})^2 = \lambda^2 [[1 - \kappa(\vec{x})]^2 - \gamma(\vec{x})^2] = \lambda^2 \det A(\vec{x}). \tag{5.152} \]

Thus, the magnification changes as

\[ \tilde{\mu}(\vec{x}) = \lambda^{-2} \mu(\vec{x}). \tag{5.153} \]

Unless the source size is known in a statistical sense, the magnification is not directly observable. We can compare the magnifications of multiple images of the same source by means of the magnification ratios, which, however, are invariant under mass-sheet transformations.

The mass-sheet transformation of the time delay surface can be derived as follows:

\[ \tilde{t}(\vec{x}) \propto \frac{1}{2} (\vec{x} - \tilde{\vec{y}})^2 - \tilde{\Psi}(\vec{x}) \]
\[ = \frac{(\vec{x} - \lambda \vec{y})^2}{2} - \lambda \Psi(\vec{x}) - \frac{1 - \lambda}{2} x^2 \]
\[\begin{align*}
\lambda &= \frac{1}{2}(\vec{\mathbf{x}} - \vec{\mathbf{y}})^2 - \Psi(\vec{\mathbf{x}}) + \frac{1}{2}\lambda(1 + \lambda)y^2 \\
&= \lambda t(\vec{\mathbf{x}}) + \frac{1}{2}\lambda(1 + \lambda)y^2. 
\end{align*}\] (5.154)

The absolute time delay of an image is not measurable, but we can measure the relative time delays between images, in case of intrinsically variable sources. Since the source position is the same, the additive term in the second member of the equation above cancels out. Thus,

\[\Delta t_{ij} = \frac{\lambda}{\Delta S t_{ij}}.\] (5.155)

Thus, time delays seem to offer a possibility to break the mass-sheet degeneracy. However, this is true only if the time delay distance \(D_{\Delta t}\) is known.

### 5.10 Multiple Lens Planes

While propagating from a distant source to an observer, the light might have encounters with multiple gravitational lenses at different distances. We may assume that each lens lies on a different lens plane. If the angular separation between the lenses on the sky is not too large so that the sky’s curvature can be neglected, the lens planes can be assumed to be parallel. We can study how the light propagates through the sequence of lens planes using the thin-screen approximation, as discussed in Chap. 3, and work out a new multiplane lens equation.

To begin, we consider the case of two lens planes. The angular diameter distances to the two planes are \(D_i\) with \(i \in [1, 2]\). The first plane is the closest to the observer. We assume that the source lays on a third plane at a distance \(D_S\). We show a sketch of this system in Fig. 5.26. The light is emitted by a source at angular position \(\vec{\beta}\) relative to an arbitrary line-of-sight chosen as reference. It intercepts the second lens plane at position \(\vec{\theta}_2\), where it is deflected by the angle \(\vec{\alpha}_2(\vec{\theta}_2)\). Then it intercepts the first lens plane at position \(\vec{\theta}_1\), where it is deflected by the angle \(\vec{\alpha}_1(\vec{\theta}_1)\). Finally, it reaches the observer, who will see the image subtending the angle \(\vec{\theta}_1\) on the sky.

From the figure, we can see that

\[D_{S}\vec{\beta} = D_S\vec{\theta}_1 - D_{1S}\vec{\alpha}_1(\vec{\theta}_1) - D_{2S}\vec{\alpha}_2(\vec{\theta}_2),\] (5.156)

where \(D_{1S}\) is the angular diameter distance between the \(i\)-th lens plane and the source. Dividing by \(D_S\) and introducing the reduced deflection angles, \(\vec{\alpha}_i = D_{1S}/D_S\vec{\alpha}_i\), we obtain

\[\vec{\beta} = \vec{\theta}_1 - \sum_{i=1}^{2} \vec{\alpha}_i(\vec{\theta}_i).\] (5.157)
The vectors $\vec{\theta}_1$ and $\vec{\theta}_2$ are related. Indeed, if the source was at position $\vec{\theta}_2$, the observer would see an image at $\vec{\theta}_1$ such that

$$\vec{\theta}_2 = \vec{\theta}_1 - \frac{D_{12}}{D_2} \hat{\alpha}_1(\vec{\theta}_1)$$

$$= \vec{\theta}_1 - \frac{D_{12}}{D_2} \frac{D_S}{D_{1S}} \hat{\alpha}_1(\vec{\theta}_1),$$

where $D_{12}$ is the angular diameter distance between the first and the second lens planes.

Equations 5.157 and 5.158 can be generalized to the case of $N$ lens planes:

$$\vec{\beta} = \vec{\theta}_1 - \sum_{i=1}^{N} \hat{\alpha}_i(\vec{\theta}_i),$$

$$\vec{\theta}_i = \vec{\theta}_1 - \sum_{j=1}^{i-1} \frac{D_{ij}}{D_i} \frac{D_S}{D_{js}} \hat{\alpha}_j(\vec{\theta}_j).$$

The effects of masses along the line-of-sight can be substantial and, in several applications, they must be taken into account (Dalal et al. 2005, Fassnacht et al. 2006, Rusu et al. 2017). Image positions, fluxes, and even time delays can be affected (Chirivi et al. 2018, D’Aloisio & Natarajan 2011, D’Aloisio et al. 2014, Inoue 2016, Xu et al. 2012). The strong lensing cross-sections can be boosted by the presence of structures along the line-of-sight. Thus, galaxies and galaxy clusters
selected because of their strong lensing strength could be biased populations, i.e.
preferentially aligned with other cosmic structures (see, e.g. Bayliss et al. 2014,

5.11 Python Applications

5.11.1 Numerical Solution of the Lens Equation

In most cases, the lens models’ complexity does not allow to solve the lens equation
for a given source position analytically. Then, we have to find the images using
numerical methods. Several algorithms can be used for this purpose. Here, we
discuss two of them.

Multiple Images by a SIE Lens

Kormann et al. (1994) propose a method to solve the lens equation for SIE lenses
(see Sect.5.4.1). We begin with the two coordinates of the source,

\[
y_1 = x_1 - \alpha_1(\vec{x}) \quad (5.161)
\]
\[
y_2 = x_2 - \alpha_2(\vec{x}) . \quad (5.162)
\]

Multiplying Eq. 5.161 by \( \cos \varphi \) and Eq. 5.162 by \( \sin \varphi \), we obtain

\[
y_1 \cos \varphi = x_1 \cos \varphi - \alpha_1(\vec{x}) \cos \varphi = x \cos^2 \varphi - \alpha(x, \varphi) \cos^2 \varphi , \quad (5.163)
\]
\[
y_2 \sin \varphi = x_2 \sin \varphi - \alpha_2(\vec{x}) \sin \varphi = x \sin^2 \varphi - \alpha(x, \varphi) \sin^2 \varphi . \quad (5.164)
\]

We remind that

\[
\alpha(x, \varphi) = \tilde{\psi}(\varphi) \quad (5.165)
\]

for the SIE lens.

Equations 5.163 and 5.164 can be combined to compute the distance from the
lens center as a function of \( \varphi \):

\[
x(\varphi) = y_1 \cos \varphi + y_2 \sin \varphi + \tilde{\psi}(\varphi) . \quad (5.166)
\]

By reinserting Eq. 5.166 into the lens equation, we finally obtain

\[
F(\varphi) = \left[ y_1 + \frac{\sqrt{f}}{f'} \arcsinh \left( \frac{f'}{f} \cos \varphi \right) \right] \sin \varphi
\]
\[
- \left[ y_2 + \frac{\sqrt{f}}{f'} \arcsin(f' \sin \varphi) \right] \cos \varphi = 0. \quad (5.167)
\]
Now the problem of finding the images of a source at position \((y_1, y_2)\) reduces to the problem of finding the zeros of \(F(\varphi)\). Once \(\varphi\) has been determined, it can be inserted in Eq. 5.166 above to obtain \(x\).

The solutions cannot be found analytically: a root-finding algorithm such as Brent’s method must be employed (Brent 1972).

The following code implements a class for the SIE lens. An instance of the class has five input parameters, namely the redshifts of the lens and the source \(z_l\) and \(z_s\), the velocity dispersion \(\sigma_{\text{mv}}\), the axis ratio \(f\), and the position angle \(\alpha\). The latest is the angle between the major axis of the lens and the axis \(x_2\). An astropy cosmology object, \(\cosm\), must also be provided. The class includes methods to compute several quantities as a function of the coordinates on the lens plane, like the deflection angle, the convergence, the shear, and the lensing potential. It also includes functions to compute the critical line, the cut, and the caustic.

```python
from astropy.constants import c, G
import numpy as np
from scipy.optimize import brentq
from astropy.cosmology import FlatLambdaCDM

class sie_lens(object):
    
    def __init__(self, \cosm, zl=0.3, zs=2.0, \sigma_{\text{mv}}=200, f=0.6, \alpha=45.0):
        self.\sigma_{\text{mv}}=\sigma_{\text{mv}} # velocity dispersion
        self.\cosm=\cosm # cosmological model
        self.zl=zl # lens redshift
        self.zs=zs # source redshift
        self.f=f # axis ratio
        self.\alpha=\alpha*np.pi/180.0 # position angle
        # compute the angular diameter distances:
        self.dl=\cosm.angular_diameter_distance(self.zl)
        self.ds=\cosm.angular_diameter_distance(self.zs)
        self.dls=\cosm.angular_diameter_distance_z1z2(self.zl,self.zs)
        # calculates the Einstein radius of the SIS lens
        # in arcsec
        self.\theta_0=np.rad2deg((4.0*np.pi*\sigma_{\text{mv}}**2/(c.to("km/s"))**2*
                                self.dls/self.ds).value)*3600.0

    def delta(self, f, \phi):
        return np.sqrt(np.cos(\phi-self.\alpha)**2+
                       f**2*np.sin(\phi-self.\alpha)**2)

    def kappa(self, x, \phi):
```
"""
Convergence for the SIE lens at position (x,phi) in polar coordinates.
"""
return(np.sqrt(self.f)/2.0/x/self.delta(self.f,phi))

def gamma(self,x,phi):
    """
    Shear for the SIE lens at position (x,phi) in polar coordinates.
    """
    return(-self.kappa(x,phi)*np.cos(2.0*phi-self.pa),
           -self.kappa(x,phi)*np.sin(2.0*phi-self.pa))

def mu(self,x,phi):
    """
    Magnification for the SIE lens at position (x,phi) in polar coordinates.
    """
    ga1,ga2=self.gamma(x,phi)
ga=np.sqrt(ga1*ga1+ga2*ga2)
return 1.0/(1.0-self.kappa(x,phi)-ga)/(1.0-self.kappa(x,phi)+ga)

def psi_tilde(self,phi):
    """
    angular part of the lensing potential at the polar angle phi
    """
    if (self.f < 1.0):
        fp=np.sqrt(1.0-self.f**2)
        return np.sqrt(self.f)/fp*
                        (np.sin(phi-self.pa)*np.arcsin(fp*np.sin(phi-self.pa)) +
                         np.cos(phi-self.pa)*np.arcsinh(fp/self.f))
    else:
        return(1.0)

def psi(self,x,phi):
    """
    Lensing potential at polar coordinates x,phi
    """
    psi=x*self.psi_tilde(phi)
    return psi

def alpha(self,phi):
    """
    Deflection angle as a function of the polar angle phi
    """
    fp=np.sqrt(1.0-self.f**2)
a1=np.sqrt(self.f)/fp*np.arcsinh(fp/self.f*np.cos(phi))
a2=np.sqrt(self.f)/fp*np.arcsinh(fp/self.f*np.sin(phi))
return a1,a2
def cut(self, phi_min=0, phi_max=2.0*np.pi, nphi=1000):
    """
    Coordinates of the points on the cut.
    The arguments phi_min, phi_max, nphi define the range of polar angles used.
    """
    phi = np.linspace(phi_min, phi_max, nphi)
y1_, y2_ = self.alpha(phi)
y1 = y1_ * np.cos(self.pa) - y2_ * np.sin(self.pa)
y2 = y1_ * np.sin(self.pa) + y2_ * np.cos(self.pa)
    return -y1, -y2

def tan_caustic(self, phi_min=0, phi_max=2.0*np.pi, nphi=1000):
    """
    Coordinates of the points on the tangential caustic.
    The arguments phi_min, phi_max, nphi define the range of polar angles used.
    """
    phi = np.linspace(phi_min, phi_max, nphi)
delta = np.sqrt(np.cos(phi)**2 + self.f**2*np.sin(phi)**2)
a1, a2 = self.alpha(phi)
y1 = np.sqrt(self.f)/delta*np.cos(phi) - a1
y2 = np.sqrt(self.f)/delta*np.sin(phi) - a2
    y1 = y1_ * np.cos(self.pa) - y2_ * np.sin(self.pa)
y2 = y1_ * np.sin(self.pa) + y2_ * np.cos(self.pa)
    return y1, y2

def tan_cc(self, phi_min=0, phi_max=2.0*np.pi, nphi=1000):
    """
    Coordinates of the points on the tangential critical line.
    The arguments phi_min, phi_max, nphi define the range of polar angles used.
    """
    phi = np.linspace(phi_min, phi_max, nphi)
delta = np.sqrt(np.cos(phi)**2 + self.f**2*np.sin(phi)**2)
r = np.sqrt(self.f)/delta
    x1 = r*np.cos(phi+self.pa)
x2 = r*np.sin(phi+self.pa)
    return (x1, x2)

The method to solve Eq. 5.167 is implemented in the function phi_ima below. First, we evaluate the function $F$ on an array of polar angles $\varphi$. Then, we loop over the elements of the array, checking whether $F$ changes sign between two consecutive polar angles. When this happens, a zero of the function $F$ is bracketed by these polar angles, and it is determined by using Brent’s method. This is implemented in the scipy.optimize module, for example.

def x_ima(self, y1, y2, phi):
    """
Distance of the image from the lens center

```python
x = y1*np.cos(phi) + y2*np.sin(phi) + (self.psi_tilde(phi+self.pa))
return x
```

def phi_ima(self, y1, y2, checkplot=True, eps=0.001, nphi=100):
    # Solve the lens Equation for a given source position (y1, y2)

    # source position in the frame where the lens major axis is
    # along the £x_2£ axis.
    y1_ = y1 * np.cos(self.pa) + y2 * np.sin(self.pa)
    y2_ = - y1 * np.sin(self.pa) + y2 * np.cos(self.pa)

    # This is Eq. 1, \ref{eq:ffunct}
    def phi_func(phi):
        a1, a2 = self.alpha(phi)
        func = (y1_ + a1) * np.sin(phi) - (y2_ + a2) * np.cos(phi)
        return func

    # Evaluate phi_func and the sign of phi_func on an array of
    # polar angles
    U = np.linspace(0., 2.0*np.pi+eps, nphi)
    c = phi_func(U)
    s = np.sign(c)
    phi = []
    xphi = []
    # loop over polar angles
    for i in range(len(U)-1):
        # if two polar angles bracket a zero of phi_func,
        # use Brent’s method to find exact solution
        if s[i] + s[i+1] == 0:  # opposite signs
            u = brentq(phi_func, U[i], U[i+1])
            z = phi_func(u)
            if np.isnan(z) or abs(z) > 1e-3:
                continue
            x = self.x_ima(y1_, y2_, u)
            # append solution to a list if it corresponds to radial
            # distances x>0; discard otherwise (spurious solutions)
            if (x > 0):
                phi.append(u)
                xphi.append(x)

    # convert lists to numpy arrays
    xphi = np.array(xphi)
    phi = np.array(phi)

    # returns radii and polar angles of the images. Add position angle
    # to go back to the rotated frame of the lens.
    return xphi, phi+self.pa
The function \( \phi_{ima} \) returns the coordinates of the multiple images in polar coordinates \((x_i, \varphi_i)\).

In the following example, we use the functions above to find the images of a source at position \((y_1 = 0.2, y_2 = 0.2)\):

```python
# define a SIE lens with \( \sigma_v = 200 \) km/s, \( f = 0.3 \), \( pa = 0.0 \)
sigman = 200.0
f = 0.3
pa = 0.0
co = FlatLambdaCDM(Om0=0.3,H0=70.0)
sie = sie_lens(co, sigman=sigman, f=f, pa=pa)

# source coordinates
y1 = 0.2
y2 = 0.2

# set up a figure
fig, ax = plt.subplots(1, 2, figsize=(18, 8))

# polar coordinates of the images
x, phi = sie.phi_ima(y1, y2)

# convert to Cartesian coordinates
x1_ima = x * np.cos(phi)
x2_ima = x * np.sin(phi)

# compute cut, caustic, and critical line
y1_cut, y2_cut = sie.cut()
y1_cau, y2_cau = sie.tan_caustic()
x1_cc, x2_cc = sie.tan_cc()
```

The results are shown in Fig. 5.27. The functions \( F(\varphi) \) and \( x(\varphi) \) are given by the blue and the orange lines in the left panel. The zeros of \( F(\varphi) \) found with the method outlined above are marked with green dots. The solid and the dashed lines in the right panel show the caustic and the cut of the lens, respectively. The solid blue line is the lens critical line. The source’s position is indicated by the orange dot, while the images are shown in green.

### 5.11.2 Triangle Mapping

The triangle mapping method (see e.g. Bartelmann 2003, Schneider et al. 1992) is more generic and can be used with any lens model, including non-analytic mass distributions.

The method is grid-based. Consider a regular grid covering the lens plane, with cell corners at positions \( x_{ij} \), with \( i, j \in [0, N) \). We could find the images of a given source by checking if that source falls into one or more of the grid cells when these are mapped onto the source plane via ray-tracing (see, e.g., Sect. 3.7.1).
Fig. 5.27 Solution of the lens equation for a SIE lens. Left panel: the blue and the orange lines show the functions \( F(\varphi) \) and \( x(\varphi) \). The green dots indicate the zeros of \( F(\varphi) \). The lens caustic and cut are shown by the solid and dashed lines in the right panel. The solid blue line gives the lens critical line. The positions of the source and its multiple images computed using the method in Sect. 5.11.1 are marked with orange and green points, respectively. The yellow crosses overlapped with the green dots show the image positions determined using the triangle mapping method discussed in Sect. 5.11.2

However, a complication arises from the fact that, while the grid cells on the lens plane are squares (or rectangles, if the grid is rectangular), their shapes can be highly distorted when mapped onto the source plane. For example, near the lens caustics, the opposite corners of the original grid cells can be interchanged, making it difficult to decide whether a given point in the source plane is inside or outside the mapped grid cell.

This problem can be solved by splitting each grid cell on the lens plane into two triangles. When mapped onto the source plane, these remain triangles. If one or more of these triangles contain the source, then the source can be associated with the image positions at the center of the corresponding triangles on the lens plane.

To check whether a source point is inside or outside a triangle, the following method can be employed. Let \( \vec{d}_k \) be the vectors connecting the triangle’s vertices to the source point, with \( k \in [1..3] \). It can be shown that the source point falls within the triangle if the three vector products

\[
\vec{d}_1 \times \vec{d}_2; \vec{d}_1 \times \vec{d}_3; \vec{d}_2 \times \vec{d}_3
\]

are all positive. The method is implemented in the Python function below.

```python
def find_images(self, ys1_, ys2_, xmin=-2, xmax=2, npix=2048):
    ys1 = ys1_ * np.cos(self.pa) + ys2_ * np.sin(self.pa)
    ys2 = - ys1_ * np.sin(self.pa) + ys2_ * np.cos(self.pa)

    x = np.linspace(xmin, xmax, npix)
    grid_pixel = x[1]-x[0]
```

x1, x2 = np.meshgrid(x, x)

# compute deflections at each grid point
phi = np.arctan2(x2, x1)
x = np.sqrt(x1 * x1 + x2 * x2)
a1, a2 = self.alpha(phi)

# ray-trace the deflector grid onto the source plane
y1 = x1 - a1
y2 = x2 - a2

# convert to pixel units
xray = y1 / grid_pixel + (len(x) - 1) / 2.0
yray = y2 / grid_pixel + (len(x) - 1) / 2.0

ys1 = ys1 / grid_pixel + (len(x) - 1) / 2.0
ys2 = ys2 / grid_pixel + (len(x) - 1) / 2.0

# shift the maps by one pixel
xray1 = np.roll(xray, 1, axis=1)
xray2 = np.roll(xray1, 1, axis=0)
xray3 = np.roll(xray2, -1, axis=1)
yray1 = np.roll(yray, 1, axis=1)
yray2 = np.roll(yray1, 1, axis=0)
yray3 = np.roll(yray2, -1, axis=1)

for each pixel on the lens plane, build two triangles.
Using ray-tracing, these are mapped onto the source plane
into the other two triangles. Compute the distances of the
vertices of the triangles on the source plane from the source
and check using cross-products if the source is inside one of
the two triangles

x1 = yis - xray
y1 = y2s - yray

x2 = yis - xray1
y2 = y2s - yray1

x3 = yis - xray2
y3 = y2s - yray2

x4 = yis - xray3
y4 = y2s - yray3

prod12 = x1 * y2 - x2 * y1
prod23 = x2 * y3 - x3 * y2
prod31 = x3 * y1 - x1 * y3
prod13 = -prod31
prod34 = x3 * y4 - x4 * y3
prod41 = x4 * y1 - x1 * y4

image = np.zeros(xray.shape)
image[(((np.sign(prod12) == np.sign(prod23)) &
   (np.sign(prod23) == np.sign(prod31)))] = 1
image[(((np.sign(prod13) == np.sign(prod34)) &
   (np.sign(prod34) == np.sign(prod41)))] = 2

# first kind of images (first triangle)
images1 = np.argwhere(image == 1)
xi_images_ = images1[:, 1]
yi_images_ = images1[:, 0]
xi_images = xi_images_[((xi_images_ > 0) & (yi_images_ > 0))]
yi_images = yi_images_[((xi_images_ > 0) & (yi_images_ > 0))]

# compute the weights
w = np.array([1. / np.sqrt(x1[xi_images, yi_images] ** 2 +
               y1[xi_images, yi_images] ** 2),
               1. / np.sqrt(x2[xi_images, yi_images] ** 2 +
               y2[xi_images, yi_images] ** 2),
               1. / np.sqrt(x3[xi_images, yi_images] ** 2 +
               y3[xi_images, yi_images] ** 2))])
xif1, yif1 = self.refineImagePositions(xi_images, yi_images, w, 1)

# second kind of images (second triangle)
images1 = np.argwhere(image == 2)
xi_images_ = images1[:, 1]
yi_images_ = images1[:, 0]
xi_images = xi_images_[((xi_images_ > 0) & (yi_images_ > 0))]
yi_images = yi_images_[((xi_images_ > 0) & (yi_images_ > 0))]

# compute the weights
w = np.array([1. / np.sqrt(x1[xi_images, yi_images] ** 2 +
               y1[xi_images, yi_images] ** 2),
               1. / np.sqrt(x3[xi_images, yi_images] ** 2 +
               y3[xi_images, yi_images] ** 2),
               1. / np.sqrt(x4[xi_images, yi_images] ** 2 +
               y4[xi_images, yi_images] ** 2))])
xif2, yif2 = self.refineImagePositions(xi_images, yi_images, w, 2)

xi = np.concatenate([xif1, xif2])
yi = np.concatenate([yif1, yif2])

xi = (xi - 1 - (len(x)-1) / 2.0) * grid_pixel
yi = (yi - 1 - (len(x)-1) / 2.0) * grid_pixel

xi_ = xi * np.cos(self.pa) - yi * np.sin(self.pa)
yi_ = xi * np.sin(self.pa) + yi * np.cos(self.pa)
return (xi_, yi_)
def refineImagePositions(self, x, y, w, typ):
    """
    Image positions are calculated as the weighted mean of the
    positions of the triangle vertices. The weights are the distances
    between the vertices mapped onto the source plane and the source
    position.
    """
    if (typ == 2):
        xp = np.array([x, x + 1, x + 1])
        yp = np.array([y, y, y + 1])
    else:
        xp = np.array([x, x + 1, x])
        yp = np.array([y, y + 1, y + 1])
    xi = np.zeros(x.size)
    yi = np.zeros(y.size)
    for i in range(x.size):
        xi[i] = (xp[:, i] / w[:, i]).sum() / (1. / w[:, i]).sum()
        yi[i] = (yp[:, i] / w[:, i]).sum() / (1. / w[:, i]).sum()
    return (xi, yi)

This method works well if the image separation is larger than the size of grid
cells on the image plane. Therefore, it might fail to find images of sources just inside
the caustics. Indeed, such sources have pairs or triplets of close images forming on
the opposite sides of the critical lines. To solve this problem, one can implement
adaptive meshes to refine the number of grid cells near these regions.

The function find_images can be included in the class SIE and used to re-
compute the multiple images of the source in the example discussed in Sect.5.11.1. The
resulting image positions are shown by the yellow crosses overlapped with the
green dots in Fig.5.27 and are identical to those computed with the previous method.

5.11.3 SIS Lens in an External Shear

How do the properties of a SIS lens change when we embed it in an external shear? In
this example, we answer this question.

We begin by implementing a class for the external shear lens model. The class
will contain methods to compute several quantities, namely the lensing potential,
the deflection angle, and the shear. Eqs. 5.129 and 5.128 give the lensing potential
and the components of a constant external shear. By construction, the convergence
is zero. We obtain the deflection angle components by differentiating the lensing potential,

\[
\alpha_1(x, \phi) = \cos \phi \frac{\partial \Psi_r(x, \phi)}{\partial x} - \frac{\sin \phi}{x} \frac{\partial \Psi_r(x, \phi)}{\partial \phi},
\]

\[
\alpha_2(x, \phi) = \sin \phi \frac{\partial \Psi_r(x, \phi)}{\partial x} + \frac{\cos \phi}{x} \frac{\partial \Psi_r(x, \phi)}{\partial \phi},
\]
which gives

\[
\alpha_1(x, \phi) = \gamma x \cos(2\phi_\gamma - \phi),
\]

(5.169)

\[
\alpha_2(x, \phi) = \gamma x \sin(2\phi_\gamma - \phi).
\]

(5.170)

The class is implemented as follows:

class ext_shear(object):
    def __init__(self, g, phi_g):
        
        """
        Initialize an external shear using 
        the amplitude g and the angle phi_g (in degrees)
        """
        self.g = g
        self.phi_g = np.deg2rad(phi_g)

    def psi(self, x, phi):
        """
        Returns the lensing potential at polar 
        coordinates x, phi
        """
        return 0.5 * self.g * x**2 * np.cos(2 * (phi - self.phi_g))

    def alpha(self, x, phi):
        """
        Returns the components of the deflection 
        angle at polar coordinates x, phi
        """
        a1 = self.g * x * np.cos(2 * self.phi_g - phi)
        a2 = self.g * x * np.sin(2 * self.phi_g - phi)
        return a1, a2

    def gamma(self):
        """
        Returns the components of the shear 
        at polar coordinates x, phi
        """
        g1 = self.g * np.cos(2 * self.phi_g)
        g2 = self.g * np.sin(2 * self.phi_g)
        return g1, g2

We assume an external shear of amplitude \( \gamma = 0.1 \) and direction \( \phi_\gamma = 45 \) deg relative to the \( x_2 \) axis:

eg = ext_shear(g=0.1, phi_g=45.0)
We construct an instance of a SIS lens by using the `sie_lens` class from the previous example, setting $f = 1$:

```
# define a SIS lens with $\sigma_V=200$ km/s (i.e. a SIE with $f=1.0$, $\rho_a=0.0$)
\sigma_V=200.0
f=1.0
\rho_a=0.0
# assume a flat LCDM cosmology with $\Omega_0=0.3$
co = FlatLambdaCDM(Om0=0.3,H0=70.0)
sie=sie_lens(co,\sigma_V=\sigma_V,f=f,\rho_a=\rho_a)
```

To embed the SIS in the external shear, we use the superposition principle. The total potential is the sum of the potentials of the SIS and external shear. We define a regular grid on the lens plane and compute the polar coordinates:

```
# define a grid on the lens plane
fov=3.0
x_ = np.linspace(-fov/2.,fov/2.,1000)
x1,x2 = np.meshgrid(x_,x_)
# compute phases and distances from the center of the SIS,
# assumed to be at the center of the grid, in (0,0)
phi=np.arctan2(x2,x1)
x=np.sqrt(x1*x1+x2*x2)
```

The total convergence at any position on the lens plane is simply the convergence of the SIS:

```
# SIS kappa map:
kappa_SIS = sie.kappa(x,phi)
```

We show this map in panel A of Fig. 5.28. Instead, we obtain the total potential as follows:

```
# SIS potential map:
psi_SIS=sie.psi(x,phi)
# external shear potential map:
psi_\text{eg}=eg.psi(x,phi)
# total lensing potential
psi_\text{tot}=psi_SIS+psi_\text{eg}
```

In panel B of Fig. 5.28, we show the total lensing potential of the SIS embedded in the external shear. The solid contours show levels of constant potential. These contours are elongated in the direction of the external shear. Thus, the lensing potential is no longer axially symmetric. On the contrary, it is similar to that of an elliptical lens, although the contours are not elliptical and their elongation is not constant. For comparison, we also show the contour levels of the SIS potential without external shear using dotted lines.

To derive the critical lines, we compute the map of the tangential eigenvalue of the lensing Jacobian. For this purpose, we need to calculate the components of the
Fig. 5.28 Panel a: convergence map of a SIS lens. Even when embedded in a constant external shear, the convergence is axially symmetric, as shown by the yellow contours. Indeed, the external shear does not contribute to the convergence. Panel b: lensing potential map of a SIS lens embedded in an external shear with amplitude $\gamma_{\text{ext}} = 0.1$ and direction $\phi_\gamma = 45$ deg. The solid yellow lines show some level contours. For comparison, we show the same level contours for the SIS lens without external shear (dashed lines). Panel c: tangential critical lines of the SIS embedded in the external shear and for the SIS alone (red solid and blue dashed lines, respectively). Panel d: as in panel c, but for the lens caustics.

shear first:

```python
# SIS shear components:
g1_SIS, g2_SIS = sie.gamma(x, phi)
# external shear components:
g1_eg, g2_eg = eg.gamma()
# total shear components
g1_tot = g1_SIS + g1_eg
g2_tot = g2_SIS + g2_eg
```
We obtain the tangential eigenvalue map as follows:

```
# tangential eigenvalue:
lambdat_tot = 1.0 - kappa_SIS - np.sqrt(g1_tot**2+g2_tot**2)
```

The tangential critical line is the level-zero contour of this map. We show it in panel C of Fig. 5.28 (solid red line). Since the lensing potential is no longer axially symmetric, the lens critical line is not circular as for the SIS lens (blue dashed line). Similar to the potential contours, it is elongated in the direction of $\phi$. Mapping the critical points onto the source plane, we obtain the lens caustic, which is not a single point, as for the SIS. It has an astroid-like shape with cusps and folds, similar to elliptical lenses. Since the caustic is not point-like, the SIS lens embedded in the external shear produces four images if the source is within the caustic.

### 5.11.4 Multiple Lens Planes

In this example, we implement a ray-tracing algorithm to propagate light rays through multiple lens planes. One of the lens planes contains the projected mass distribution of a galaxy cluster. This massive object called *Ares* has a virial mass of $M_{\text{vir}} \sim 10^{15} M_\odot$ and a redshift $z_2 = 0.5$. It consists of two large clumps of matter and many smaller-scale sub-halos. A detailed description of this lens can be found in Meneghetti et al. (2017). We show its mass distribution in panel B of Fig. 5.29.

The other two lens planes are at redshifts $z_1 = 0.25$ and $z_3 = 0.75$ and contain some smaller galaxy scale mass concentrations. They are shown in panels A and C of Fig. 5.29. All lens planes have sizes of $300 \times 300$ arcsec.

We work on a flat $\Lambda CDM$ cosmological model with $\Omega_{m,0} = 0.3$:

```
from astropy.cosmology import FlatLambdaCDM
cosmo = FlatLambdaCDM(H0=70, Om0=0.3)
```

We compute the deflection angle maps of each lens plane as shown in Sect. 3.7.1. We do not repeat the calculations here. The deflection angle maps are saved in .fits files.
files, whose headers contain all the information needed for the calculations below. To handle these files, we create a class called `lensplane`:

```python
import astropy.io.fits as pyfits
import numpy as np
from scipy.ndimage import map_coordinates

class lensplane(object):
    def __init__(self, filename):
        # read the deflection angle maps from the fits file
        myhd = pyfits.open(filename)
        self.a1 = myhd[0].data
        self.a2 = myhd[1].data
        # read lens plane parameters from header of the fits file:
        self.z = myhd[0].header['ZLENS']
        self.xmin = myhd[0].header['XMIN']
        self.xmax = myhd[0].header['XMAX']
        self.ymin = myhd[0].header['YMIN']
        self.ymax = myhd[0].header['YMAX']
        self.omega = myhd[0].header['OMEGA']
        self.lambd = myhd[0].header['LAMDA']
        self.hubble = myhd[0].header['H']
        # compute the pixel scale:
        self.px = (self.xmax - self.xmin) / (myhd[0].header['NAXIS1'] - 1)

    def angles(self, theta1, theta2):
        """This function returns the interpolated values of the deflection angle components at theta1, theta2"
        theta1pix = (theta1 - self.xmin) / self.px
        theta2pix = (theta2 - self.ymin) / self.px
        a1 = map_coordinates(self.a1, [theta2pix, theta1pix], order=2)
        a2 = map_coordinates(self.a2, [theta2pix, theta1pix], order=2)
        return (a1, a2)

# create a list of lens planes
listplane = ['lensplane_z=0.25.fits', 'deflAnglesAres.fits', 'lensplane_z=0.75.fits']
lp = []
for lenspl in listplane:
    lp.append(lensplane(lenspl))
```

In addition to the initialization function, the class contains a method, called `angles` to interpolate the deflection angle maps at arbitrary positions.

We propagate a bundle of 60 × 60 light rays from the observer position through a regular grid covering the first lens plane:

```python
fov = 300.0 # FOV in arcsec
theta = np.linspace(-fov/2., fov/2., 60)
theta1, theta2 = np.meshgrid(theta, theta)
```
For the purpose of this example, we will use only comoving positions and angular distances:

\[ \xi_c = (1 + z)\xi , \quad (5.171) \]

\[ T = (1 + z)D . \quad (5.172) \]

The comoving angular distances can be computed using the function `comoving_transverse_distance` of `astropy.cosmology`. This function returns the transverse comoving distance in Mpc at a given redshift corresponding to an angular separation of 1 radian. Thus, the comoving positions of the light rays on the first plane are

\[
x_{1,1} = \text{np.deg2rad}(\theta_1/3600.0) \times \text{cosmo.comoving_transverse_distance}(l[0].z)
\]

\[
x_{1,2} = \text{np.deg2rad}(\theta_2/3600.0) \times \text{cosmo.comoving_transverse_distance}(l[0].z)
\]

After being deflected on the first lens plane, the light rays propagate toward the second lens plane. We calculate their arrival positions as follows:

```python
# difference between the transverse distances at the redshifts
# of the second and first planes
T_last = cosmo.comoving_transverse_distance(l[1].z)
T_before = cosmo.comoving_transverse_distance(l[0].z)
deltaT = T_last - T_before

# deflection angle components at the ray positions on the first plane:
alpha1, alpha2 = l[0].angles(theta1, theta2)

# angle between the deflected ray and the optical axis
Talpha1_1 = theta1 - alpha1
Talpha2_1 = theta2 - alpha2

# arrival positions on the second lens plane
x1_2 = x1_1 + np.deg2rad(Talpha1_1/3600.0) * deltaT
x2_2 = x2_1 + np.deg2rad(Talpha2_1/3600.0) * deltaT
```

In the last equations, we sum the comoving coordinates on the first lens plane (translated to the second lens plane) and the shift between the first and the second plane corresponding to the angle \( (Talpha1_1, Talpha2_1) \). This is the angle between the deflected ray and the optical axis.

The angular positions of the light rays on the second lens plane (in arcsec) are given by

```python
theta1_2 = np.rad2deg((x1_2/T_last).value) * 3600.0
theta2_2 = np.rad2deg((x2_2/T_last).value) * 3600.0
```

Now, we move to the third lens plane:

```python
# difference between the transverse distances at the redshifts
# of the third and second planes
T_last = cosmo.comoving_transverse_distance(l[2].z)
T_before = cosmo.comoving_transverse_distance(l[1].z)
deltaT = T_last - T_before
```
# deflection angle components at the ray positions on the second plane:
alpha1, alpha2 = lp[1].angles(theta1_2, theta2_2)

# angle between the deflected ray and the optical axis
Talpha1_2 = Talpha1_1 - alpha1
Talpha2_2 = Talpha2_1 - alpha2

# arrival positions on the third lens plane
x1_3 = x1_2 + np.deg2rad(Talpha1_2 / 3600.0) * deltaT
x2_3 = x2_2 + np.deg2rad(Talpha2_2 / 3600.0) * deltaT

# arrival positions in arcsec
theta1_3 = np.rad2deg((x1_3 / T_last).value) * 3600.0
theta2_3 = np.rad2deg((x2_3 / T_last).value) * 3600.0

Finally, we compute the light rays arrival positions on the source plane, which we assume to be at redshift \( z_s = 3.0 \):

# source redshift
zs = 3.0

# difference between the transverse distances at the redshifts of the source and third planes
T_source = cosmo.comoving_transverse_distance(zs)
T_before = cosmo.comoving_transverse_distance(lp[2].z)
deltaT = T_source - T_before

# deflection angle components at the ray positions on the third plane:
alpha1, alpha2 = lp[2].angles(theta1_3, theta2_3)

# angle between the deflected ray and the optical axis
Talpha1_3 = Talpha1_2 - alpha1
Talpha2_3 = Talpha2_2 - alpha2

# arrival positions on the source plane
x1_s = x1_3 + np.deg2rad(Talpha1_3 / 3600.0) * deltaT
x2_s = x2_3 + np.deg2rad(Talpha2_3 / 3600.0) * deltaT

# arrival positions in arcsec
beta1 = np.rad2deg((x1_s / T_source).value) * 3600.0
beta2 = np.rad2deg((x2_s / T_source).value) * 3600.0

We show in Fig. 5.30 the arrival positions of the light rays on each lens plane and on the final source plane. As it is clear, the largest deflections occur on the second lens plane, which contains the cluster mass distribution.

As seen, the computations for each lens plane are recursive. Thus, the whole procedure can be written in a much more compact and efficient way. We do that in the class `multiplane` below:

class multiplane(object):
    
    def __init__(self, cosmo, lp, zs):
        
        Initialize a multiplane instance using a list of lens plane and a source redshift
        
        self.lp = lp
        self.cosmo = cosmo
        zl_ = []
Fig. 5.30 Arrival positions of the light rays on each lens plane shown in Fig. 5.29 and on the source plane at redshift $z_S = 2$.

# create list of lens plane redshifts.
# Consider only the lens planes at
# redshift smaller than the source redshift
self.nlens = 0
for i in range(len(lp)):
    if lp[i].z < zs:
        self.nlens += 1
    zl_.append(lp[i].z)
# append the source plane redshift
zl_.append(zs)

# loop over the lens planes to initialize the distances
# differences between transverse distances on planes i,j
self.deltaT_list = []
# distances between the observer and lens planes
self.T_list = []

# start from redshift $z=0$
z_before = 0.0
for idex in range(self.nlens):
    z_lens = zl_[idex]
    # calculate the differences between the transverse distances in
    # consecutive pairs of lens planes
    T_last = self.cosmo.comoving_transverse_distance(z_lens)
    T_before = self.cosmo.comoving_transverse_distance(z_before)
    delta_T = T_last - T_before
    self.deltaT_list.append(delta_T.value)
    self.T_list.append(T_last.value)
    z_before = z_lens
# add deltaT between source plane and last lens plane
T_source = self.cosmo.comoving_transverse_distance(zs)
T_before = self.cosmo.comoving_transverse_distance(z.Before)
delta_T = T_source - T_before
self.deltaT_list.append(delta_T.value)
# save the comoving transverse distance at the source redshift
self.T_source = T_source.value
def com2rad_source(self, x_1, x_2):
    """
    compute angular positions of light rays on the source plane
    """
    T = self.T_source
    theta_1 = x_1 / T
    theta_2 = x_2 / T
    return theta_1, theta_2

def com2rad(self, x_1, x_2, idex):
    """
    compute angular positions of light rays on the lens plane
    """
    T = self.T_list[idex]
    theta_1 = x_1 / T
    theta_2 = x_2 / T
    return theta_1, theta_2

def raytrace(self, theta_1, theta_2):
    """
    propagate the light rays from the first lens plane toward the sources
    """
    x1 = np.zeros_like(theta_1)
x2 = np.zeros_like(theta_2)
alpha_1 = theta_1
alpha_2 = theta_2
i = 0
for i in range(self.nlens):
    delta_T = self.deltaT_list[i]
x1, x2 = self.next_step(x1, x2, alpha_1, alpha_2, delta_T)
alpha_1, alpha_2 = self.Talpha(x1, x2, alpha_1, alpha_2, i)
delta_T = self.deltaT_list[i+1]
x1, x2 = self.next_step(x1, x2, alpha_1, alpha_2, delta_T)
beta_1, beta_2 = self.com2rad_source(x1, x2)
return beta_1, beta_2

def next_step(self, x1, x2, alpha_1, alpha_2, delta_T):
    """
    Computes arrival position of light ray on current plane
    """
    x1_ = x1 + alpha_1 * delta_T
x2_ = x2 + alpha_2 * delta_T
    return x1_, x2_

def Talpha(self, x1, x2, alpha_1, alpha_2, idex):
    """
Computes Talpha at step idex

```
theta_1, theta_2 = self.com2rad(x1, x2, idex)
alpha_1_arcsec, alpha_2_arcsec = 
self.lp[idex].angles(np.rad2deg(theta_1)*3600.0,
np.rad2deg(theta_2)*3600.0)
Talpha_1 = alpha_1 - np.deg2rad(alpha_1_arcsec/3600.0)
Talpha_2 = alpha_2 - np.deg2rad(alpha_2_arcsec/3600.0)
return Talpha_1, Talpha_2
```

```python
def alpha(self,theta1,theta2,beta1,beta2):
a1,a2=theta1-beta1,theta2-beta2
return (a1,a2)
```

# initialize the distances between planes
theta=np.linspace(-150.,150.,1000)
theta1,theta2=np.meshgrid(theta,theta)
mp=multiplane(cosmo,lp,zs)
beta1_,beta2_=mp.raytrace(np.deg2rad(theta1/3600.0),
np.deg2rad(theta2/3600.0))
beta1_=np.rad2deg(beta1_)*3600.0
beta2_=np.rad2deg(beta2_)*3600.0

The light rays’ effective deflection angles are the difference between their starting positions on the first lens plane and their arrival positions on the source plane:

```
a1=theta1-beta1_
a2=theta2-beta2_
```

By taking the first derivatives of a1 and a2, we compute the effective convergence as

```python
def convergence(a1,a2,px):
a12,a11=np.gradient(a1/px)
a22,a21=np.gradient(a2/px)
ka=0.5*(a11+a22)
g1=0.5*(a11-a22)
g2=a21
return (ka,g1,g2)
```

```python
px=theta[1]-theta[0]
ka,g1,g2=convergence(a1,a2,px)
```

We show the effective convergence maps for source redshifts $z_S = 0.4, 0.65,$ and 3 in Fig. 5.31. We also show the lens critical lines in yellow. The lens planes at redshifts higher than the source redshift do not contribute to the effective deflection angles. Thus, the mass clumps on these lens planes are not visible in the effective
Fig. 5.31 Effective convergence for several source redshifts. Only the lens planes at redshifts lower than the source redshift deflect the light rays. Therefore, some massive structures become visible in the effective convergence maps only for large source redshifts. We show the lens critical lines in yellow.

convergence maps until a sufficiently high source redshift is chosen. For example, the massive cluster does not appear in the convergence map for \(z_s = 0.4\), but it is visible in the convergence maps for \(z_s > 0.5\). Note that the masses on the highest redshift lens planes appear distorted by the lower redshift lens planes’ lensing effects.
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Lensing by Galaxies and Clusters

Since the first observations of the lensing phenomena in the extra-galactic sky, which happened in the 1980s (see Chap. 1), gravitational lensing became one of the most powerful tools to investigate the matter distribution within galaxies and galaxy clusters. Several authors developed techniques to produce mass models of the lenses using strong and weak lensing observations. This chapter primarily focuses on mass modeling. We will review the fundamental ideas motivating the most common modeling strategies, and we will illustrate and discuss them through examples. We also discuss the problem of finding strong lenses. Finally, we provide a short review of the possible usages of mass models in several applications ranging from understanding the nature of dark matter to measuring cosmological parameters to using galaxies and clusters as cosmic telescopes to investigate the distant universe.

6.1 Strong Lensing by Galaxies and Galaxy Clusters

6.1.1 Scale of the Lensing Events

As extensively discussed in Chap. 5, strong lensing effects occur near the lens critical lines. These lines separate the multiple images of strongly lensed sources. Gravitational arcs form as the result of merging of multiple images across the critical lines, originated by extended sources overlapping the caustics.

It is natural to use the size of the critical lines to describe the scale of a strong lens. In the case of an axially symmetric lens, we quantify the size of the tangential critical line with the Einstein radius (see Eq. 5.33). However, both galaxies and galaxy clusters are not axially symmetric. Galaxies, in particular the early-type ones, are reasonably well described by elliptical mass distributions. Galaxy clusters are
the largest gravitationally bound objects in the universe. Therefore, they are also the youngest cosmic structures, often observed while still forming. Consequently, their mass distributions are often highly asymmetric and multi-modal. The corresponding critical lines are elongated, irregular, and far from being circular.

Regardless of the complexity of the lens mass distribution, we can still use the Einstein radius to quantify the size of a strong lens. In particular, we can define the equivalent Einstein radius as the radius of the circle with the same area $A$ enclosed by the lens critical line,

$$\theta_{E, eq.} = \sqrt{\frac{A}{\pi}}.$$  \hspace{1cm} (6.1)

For galaxies with masses $\sim 10^{11} - 10^{12} M_\odot$, assuming typical redshifts of lenses and sources, the size of the Einstein radius is of the order of $\sim 1''$. Galaxy clusters as massive as $10^{14} - 10^{15} M_\odot$ typically have Einstein radii of the order of tens of arcseconds.

6.1.2 Strong Lensing Cross-Section

In the case of microlensing, we defined the cross-section as the area enclosed by the lens Einstein ring (see Sect. 4.1.6). This definition of the cross-section for multiple images would apply to galaxies and galaxy clusters if they were SISs. In that case, multiple images could form if sources were inside the cut, which is the Einstein ring projected onto the source plane. More generally, the strong lensing cross-section for multiple images of galaxies and galaxy clusters is the area enclosed by the lens caustics. This definition is exact in the case of point sources. Extended sources produce multiple images also if they are partially contained within the caustics.

As an order of magnitude, the cross-section for multiple images is up to few sq. arcseconds for galaxies and several hundreds of sq. arcseconds for galaxy clusters. Because of the small cross-section, strong lensing by galaxies is rare. To date, only a few hundreds of strong lensing galaxies are known. Besides, galaxies usually lens only one source, although there are exceptions (see, e.g. Gavazzi et al. 2008). Galaxy clusters are rarer objects than galaxies, but their strong lensing cross-section is significantly larger. Therefore, it is frequent to observe several families of multiple images originated by different sources in the core of massive galaxy clusters.

6.1.3 The Quest for Strong Lensing Galaxies

While the first discoveries of gravitational lenses were serendipitous, starting from the 1990s, several strategies were employed to find strong lenses more systematically. We may divide these search methods into two broad categories, namely the source-oriented and the lens-oriented methods.
In the first case, the targets are sources that are likely lensed. An example of a lens survey that employed this kind of strategy is the “Cosmic Lens All-Sky Survey” (Myers et al. 2003), which searched for gravitationally lensed compact radio sources. The survey focused on over $10^4$ radio sources selected from snapshot observations with the Very Large Array (VLA). These sources were chosen because of their flux density above $30\mu$Jy at 5 GHz and their flat radio spectra, i.e., with power index $\gtrsim 0.5$ between 1.4 and 5 GHz. These flat-spectrum radio sources should appear point-like in low-resolution observations such as those with the VLA. Instead, if they appear as extended or with multiple components, there is a high chance that they are strongly lensed by some foreground galaxy. In CLASS’s procedure, those sources that exhibit these characteristics were re-observed with the Multi-Element Radio Linked Interferometer Network (MERLIN), whose higher spatial resolution allowed resolving the most extended emission permitting to confirm the lensing origin. Those candidates that required even higher spatial resolution were followed-up with the Very Long Baseline Array (VLBA). This instrument allows us to detect substructure in the source components and test the lensing hypothesis by checking if the substructure has similar morphology in all the components. The yield of strong lenses from the CLASS survey consists of 22 lenses. Among them, 12 doubles, nine quadruples, and one sextuple source.

Another example of lens search employing a source-oriented strategy was performed at sub-mm wavelengths by Negrello et al. (2010) (see also Negrello et al. 2017), in the framework of the Herschel Astrophysical Terahertz Large Area Survey (H-ATLAS; Eales et al. 2010). In this case, the so-called magnification bias effect identifies dusty star-forming galaxies (DSFGs) lensed by foreground galaxies. Let us consider a population of sources whose cumulative number density as a function of flux can be approximated with a power-law so that, in the absence of lensing, the cumulative source number density is

$$n_0(> F) = Q F^{-\delta} ,$$

(6.2)

where $Q$ is a proportionality constant, and $\delta > 0$ may depend on flux. Because of lensing, the observed cumulative source number density changes in two ways. On the one hand, lensing magnifies the source fluxes by a factor $\mu$. This effect increases the number density of sources above a given flux, being $n_0(> F/\mu) > n_0(> F)$. On the other hand, lensing also magnifies the space between the sources. Therefore, the observed number density decreases by a factor of $\mu$ because of this effect. Accounting for both effects, the observed cumulative number density of sources above the flux $F$ is

$$n(> F) = \frac{Q(F/\mu)^{-\delta}}{\mu} = n_0(> F)\mu^{\delta-1} .$$

(6.3)
Thus, which one of the two effects wins depends on the value of $\delta$. Since $\mu \gtrsim 1$, if $\delta > 1$, the source number counts increase. On the contrary, if $\delta < 1$, they decrease. Fig. 6.1 illustrates how this magnification bias effect can be used to find strong lenses. The unlensed number counts of DSFGs is given by the black solid line (see Glenn et al. 2010). The curve steepens with flux. As a result, the number density of DSFGs drops off very rapidly at fluxes above 100 $mJy$. The purple data-points show the observed number density of such sources in the H-ATLAS survey. These are consistent with the expectations in the case of lensing magnification (orange shaded area). Lensing wins at large fluxes. In particular, all sources with flux $> 100 mJy$ are likely to be lensed sources. Using this method, Negrello et al. (2017) identified 80 candidate lensed galaxies over 600 squared degrees.

An example of a lens survey that employed a more lens-oriented search strategy is the Sloan Lens ACS survey (SLACS) (Bolton et al. 2006). In this case, the lens candidates are selected from the Sloan Digital Sky Survey (SDSS). They are sources whose spectra show evidence of the presence of more than one galaxy along the

---

**Fig. 6.1** The magnification bias effect on the number density of dusty star-forming galaxies at 500 $\mu$m in the H-ATLAS survey. The black line shows the unlensed cumulative number density as a function of flux. The purple data-points show the H-ATLAS survey measurements, consistent with the lensed cumulative number density function shown by the orange shaded area. Courtesy of M. Negrello
line-of-sight. For example, an Early-Type Galaxy (ETG) should have the typical spectrum of a passive source, without strong emission lines. When these are found in such spectra, they signal a star-forming galaxy along the line-of-sight. If this is at redshift larger than the ETG, it is likely to be a lensed source. The SLACS targets are re-observed with the Advanced Camera for Surveys (ACS) aboard the Hubble Space Telescope. Thanks to the higher spatial resolution of these observations, the presence of multiple images and arcs can be detected, in particular, if multi-band imaging is available. While the passive ETGs have reddish colors, the background star-forming galaxies appear bluer, thus easily identifiable. SLACS has identified nearly 150 lenses and lens candidates (Auger et al. 2009, Brewer et al. 2012, Brownstein et al. 2012, Shu et al. 2017, Treu et al. 2011). These are typically quite massive galaxies, and 80% of them have elliptical morphology. The remainder 20% are equally split between lenticulars and spirals. A subsample of these lenses is shown in Fig. 6.2.

Other methods to find lenses include using arc or ring finders, i.e. software that automatically searches for elongated blue features around red galaxies (e.g. Alard 2006, Cabanac et al. 2007, Gavazzi et al. 2014, Maturi et al. 2014, Seidel & Bartelmann 2007, Sonnenfeld et al. 2018). These methods have been employed successfully in surveys like the Strong Lensing Legacy Survey (Seidel & Bartelmann 2007) or the Survey of Gravitationally lensed Objects in Hyper-Suprime-Cam Imaging (SuGOHI) (Sonnenfeld et al. 2018), delivering several tens of lenses and candidate lenses.

Most recently, the advent of wide galaxy surveys covering thousands of square degrees of the sky at a good depth, like the Kilo-Degree-Survey (KiDS) (de Jong et al. 2017) and the Dark-Energy-Survey (DES) (The Dark Energy Survey Collaboration 2005), propelled the interest for using Artificial Intelligence in the searches of gravitational lenses. In supervised methods, the algorithms are trained (mainly with realistic simulations of gravitational lenses) to recognize the lenses among various galaxy morphologies using specific features. Deep-learning algorithms like Convolutional-Neural-Networks (Lecun et al. 2015) are capable of learning these informative features from the examples provided during the training phase. Examples of the application of these techniques in recent wide-field surveys are given in Canameras et al. 2020, Huang et al. 2020, Jacobs et al. 2019; 2017, Lanusse et al. 2018, Petrillo et al. 2017, Pourrahmani et al. 2018. For a comparison between the algorithms and their performances, we refer the reader to Metcalf et al. 2019. These algorithms will play a crucial role in finding gravitational lenses in future surveys like those which will be operated with the Large-Synoptic-Survey-Telescope (recently renamed the Rubin Observatory LSST Science Collaboration et al. 2009), and with the Euclid and Nancy Grace Roman space telescopes (Laureijs et al. 2011, Spergel et al. 2015). These surveys are expected to increase the number of known lenses on galaxy scales by several magnitude orders.
Fig. 6.2 A color-enhanced mosaic of Hubble Space Telescope images of 60 gravitational-lens galaxies discovered by the SLACS survey. In each case, the massive foreground galaxy is seen in yellow to red, and the distorted features of the more distant background galaxy are seen in blue. The images are arranged from the upper left in order of increasing distance of the foreground galaxy from Earth. Credit: A. Bolton (UH/IfA) for SLACS and NASA/ESA
6.1.4 Strong Lensing by Galaxy Clusters

The phenomenology of strong gravitational lensing effects in galaxy clusters is very rich due to their complex mass distributions. As an example, Fig. 6.3 shows the core of the galaxy cluster MACS J1206.2-0847 at $z = 0.439$. This cluster was observed in the framework of the Cluster Lensing and Supernova Survey with Hubble (CLASH, Postman et al. 2012). The most prominent strong lensing features observable are giant tangential and radial arcs, which extend for tens of arcseconds in the sky. A single strong lensing cluster can simultaneously lens many distant sources so that hundreds of multiple images can be discovered in cluster fields. Bergamini et al. (2019) identified and confirmed spectroscopically 82 multiple images of 27 galaxies in the redshift range $z_\text{L} \sim 1$–7 in the field of MACSJ1206 (see also Bonamigo et al. 2018, Caminha et al. 2017). They are indicated with circles in Fig. 6.3.

Besides, individual cluster galaxies can act as strong lenses themselves and lens background sources producing multiple images around secondary, smaller critical lines (see, e.g., the bottom-left panel in Fig. 6.3). These galaxy–galaxy strong lensing events are more abundant in clusters than in the field, in part because of the higher background density provided by the cluster environment (Meneghetti et al. 2020).

The image multiplicity of a source depends on its location with respect to the caustics. Lenses consisting of multiple mass components, such as galaxy clusters, can have very complex caustic structures, where the caustics of the individual mass component can overlap or merge. As a result, a single source, or parts of it, can be imaged more than five times (the maximum number of images that an elliptical lens can produce). A very peculiar example of extreme image multiplicity is shown in Fig. 6.4. This cluster at redshift $z = 0.443$, whose name is PSZ1 G311.65-18.48, exhibits a magnificent system of giant tangential arcs, dubbed the Sunburst arc (Dahle et al. 2016). These arcs are the images of a source at redshift $z = 2.369$. Rivera-Thorsen et al. (2019) identified a compact star-forming region in the source which is multiply imaged 12 times within the Sunburst arc system. This is due to several cluster galaxies (at least 5) perturbing the smooth cluster halo’s critical line. The multiplicity of this bright, compact region is confirmed spectroscopically. Indeed, Rivera-Thorsen et al. (2019) detected a characteristic spectral feature signaling leakage of Lyman-continuum radiation in all these multiple images.

Thus, strong lensing by galaxy clusters can manifest in several ways, implying that it is challenging to automatize the search for these strong lensing effects all at once. Until now, some arc finders have been developed to automatically detect elongated features like the gravitational arcs (Alard 2006, Maturi et al. 2014, Seidel and Bartelmann 2007, Stapelberg et al. 2019, Xu et al. 2016). These most apparent features can be the starting point to find more multiple images and arcs.
Fig. 6.3 Color-enhanced image of the galaxy cluster MACS J1206.2-0847, observed with the Hubble Space Telescope. A variety of strong lensing features can be found in this cluster, namely giant tangential and radial arcs, several families of multiple images of distant sources (marked with circles), and even galaxy–galaxy strong lensing events (as shown in the bottom-left panel). Bergamini et al. (2019), Caminha et al. (2017), and Bonamigo et al. (2018) used the multiple images shown here to build the mass model of this galaxy cluster. The labels next to each circle indicate the image family and multiplicity.

For example, (Carrasco et al. 2020) proposed to build a rough lens model for the cluster using the detected arcs, assuming that the light of the cluster galaxies traces the cluster mass. Then, the model can be used to guess the position of additional lensed images.

More commonly, however, searching for strong lensing features in the galaxy cluster is not an automatic procedure and involves a significant amount of human interaction. Multiple image candidates are identified gluing together several pieces of information. First of all, when multi-band imaging is available, the image colors’ similarity can be used. Second, although perturbations from secondary mass components in the lens can shift the positions of the multiple images by several
Fig. 6.4 A color-enhanced image of the core of galaxy cluster PSZ1 G311.65-18.48, observed with the Hubble Space Telescope. A unique system of gravitational arcs, dubbed the Sunburst arc, is visible in the core of the cluster. These arcs are the multiple images of a source at redshift \( z = 2.369 \). Within the arcs, a compact star-forming region in the source, violet in color, is seen 12 times, as indicated by the white labels. Credit: ESA/Hubble, NASA, Rivera-Thorsen, et al.

arcseconds and even increase the image multiplicity, generally, the geometries of the image systems are grossly consistent with those discussed in Chap. 5 for relatively simple lenses such as the elliptical lenses. Third, as shown in Sect. 5.4.1, multiple images must satisfy parity inversion rules because they form on opposite sides of the lens critical lines. Distant galaxies are often star-forming, irregular, or spiral galaxies. If observed with instruments such as the Hubble Space Telescope, features such as star-forming regions, spiral arms, and others can be easily identified within the multiple images of the same source (as shown earlier for the Sunburst arc), and their relative positions can be used to test the consistency with the parity rules mentioned above.

Once the multiple image candidates have been found, it is essential to confirm the identifications using spectroscopy. Indeed, the multiple images must share the same spectrum of the source. The unambiguous identification of spectral features like spectral lines allows us to measure the source redshift, a crucial ingredient for building the lens’s mass model.
In recent years, the advent of instruments such as the Multi-Unit-Spectroscopic-Explorer (MUSE) spectrograph of the Very-Large-Telescope (VLT) (Bacon et al. 2010) resulted in being extremely useful for the strong lensing analyses of galaxy clusters. MUSE is an integral-field spectrograph with a field-of-view of 1 sq. arcmin, wide enough to contain the majority of strong lensing clusters’ critical lines. Even in larger lenses, MUSE can cover the strong lensing region with a few pointings. A MUSE observation output is a data-cube, consisting of a stack of monochromatic images of the cluster field at different wavelengths between 4750–9350 Å. Thus, this instrument can be used to extract spectra of all sources (cluster members, foreground and background galaxies, multiple images) in the field-of-view. The instrument is handy to identify the multiple images of line-emitting sources, which can be easily recognized in the continuum subtracted slice of the data-cube centered on the line wavelength. For example, Fig. 6.5 shows a slice centered at 7593 Å and with width 5 Å, extracted from the MUSE data-cube of MACS J1206.2-0847. The [OII] emission from the giant arc shown in Fig. 6.3 (z_S = 1.0369) is visible and isolated from the other sources. It is easy to recognize the arc counter-image northern of the arc

![Image](image.jpg)

**Fig. 6.5** Slice centered at 7593 Å and with width 5 Å, extracted from the MUSE data-cube of MACS J1206.2-0847. The [OII] emission from the giant arc shown in Fig. 6.3 (z_S = 1.0369) is visible and isolated from the other sources. It is easy to recognize the arc counter-image northern of the arc.
6.1.5 Lens Inversion

One of the primary applications of gravitational lensing is to reconstruct the lens mass distribution. Three types of constraints can be used for this purpose:

1. The positions of the multiple images of lensed source probe the lens’s deflection field, i.e. the first derivatives of the lensing potential. These are the easiest constraints to obtain, provided that deep, high-resolution imaging data is available. The current state-of-the-art instrument to observe strong lenses at optical and near-infrared wavelengths is the Hubble Space Telescope, thanks to the sensitivity and resolution of its Advanced Camera for Surveys (ACS) and Wide-Field-Camera3 (WFC3). Alternatively, imaging from the ground via adaptive optics (AO) also delivers the required high-resolution (Chen et al. 2019; 2016). AO is a technology used to correct the wavefront distortions by the atmosphere (Rousset et al. 1990), allowing to obtain images that have nearly diffraction-limited point-spread-function (PSF). Since the distortions mentioned above are evaluated in real time from the images of nearby stars, this technology’s usage is currently limited to few galaxy scale systems and is not yet viable on the scale of galaxy clusters. This limit will be eventually overcome soon with the advent of the new generation of Multi-Conjugate-Adaptive-Optics systems (Rigaut & Neichel 2020).

2. The fluxes (magnification) and the shapes of the multiple images and gravitational arcs probe the higher-order (primarily second) derivatives of the lensing potential. For this reason, these constraints are also sensitive to the smaller-scale mass components of the lenses. For example, the curvature of the giant tangential arc in Fig. 6.3 reflects the presence of a large dark matter halo centered on the Brightest-Central-Galaxy (BCG) of MACS J1206.2-0847. Besides, the southernmost portion of the arc is also distorted by one of the cluster galaxies. Similarly, substructures in galaxies perturb the images of extended sources, as discussed in Sect. 5.7. Effects of substructures of mass $\sim 10^8 M_\odot$, or smaller perhaps, can be detected in very high-resolution observations that are achievable today with interferometry at cm- and mm-wavelengths (Hezaveh et al. 2016, Powell et al. 2020, Spingola et al. 2018). However, this requires follow-up of the lenses with substantial telescope time.

3. The relative time delays between multiple images. As discussed in Sects. 3.6.1 and 5.8, the time delays probe the lensing potential. Unfortunately, time delays are available only for a few tens of lenses because they can only be measured if the lensed sources are intrinsically variable (i.e.Refsdal 1964). These sources are rare: either a quasar or a supernova explosion. Besides, time delays are difficult to measure, as they require dedicated telescope time for continuous monitoring of the sources for long periods and accurate photometry. The source must show noticeable brightness fluctuations on time scales shorter than the monitoring period. Many quasars have little variability, while supernovae explosions are unpredictable. An alert system must be in place to trigger their follow-up after their discovery. Once the light-curves of the individual images are acquired, they
must be cross-correlated to measure the time delay. This is difficult because systematic errors in the photometry or microlensing of individual images can introduce uncorrelated variabilities between the images (Courbin et al. 2011, Eigenbrod et al. 2005, Kochanek et al. 2006, Tewes et al. 2013).

The process of converting the observed strong lensing constraints into matter distributions is called lens inversion. There are two general classes of inversion algorithms, namely the so-called parametric and free-form (a.k.a. non-parametric) algorithms, which are discussed in detail in the following sections.

**Parametric Reconstruction Algorithms**

In parametric lens modeling, the mass distribution is reconstructed by combining one or more clumps of matter, often positioned assuming that the light traces the mass. For example, a galaxy cluster is described by an ensemble of mass clumps attached to each cluster galaxy, in addition to one or more smooth mass halos connected to the BCGs. Each mass clump is characterized by an ensemble of parameters describing its density profile and shape. Some of the most widely used models to describe these mass distributions were presented in Chap. 5. These models’ parameter space is explored to find the best combination reproducing the observed positions, shapes, magnitudes, and relative time delays of the multiple images and arcs.

First, we consider a strong lensing event like the one in Fig. 6.6. This simulated image shows an early-type elliptical galaxy, which strongly lenses a background quasar and its host galaxy. We can quickly identify four multiple images of the quasar (indicated with yellow filled circles). Their positions, \( \vec{\theta}_i \) with \( 1 \leq i \leq 4 \), can be used to constrain the lens’s mass distribution. For this purpose, we assume to know the source and the lens redshifts.

Following the parametric approach, we assume that the lens can be fitted using a single mass clump, described by a model where the lens surface density is a function of \( n \) parameters \( \vec{p} = [p_1, \ldots, p_n] \). For example, if we decide to fit the lens with a SIE model (see Sect. 5.4.1), the parameters could be the axis ratio, the orientation (i.e. the angle between the major axis of the lens and the vertical axis of the image), and the velocity dispersion \( \sigma_v \). The lens’s center could be fixed at the center of the lens galaxy (thus assuming that the lens light traces the lens mass) or let free of varying.

The procedure to fit the lens consists of finding the best combination of parameters that reproduces the observed positions of the multiple images of the quasar. This can be implemented in several ways. For example, we consider the so-called lens plane optimization, which involves the following steps:

1. Given a set of lens parameters, we calculate the lens deflection angle at the observed positions of the quasar images, \( \vec{\alpha}(\vec{\theta}_i|\vec{p}) \).
2. Using the lens equation, we map these positions on the source plane:

\[
\vec{\beta}_i(\vec{p}) = \vec{\theta}_i - \vec{\alpha}(\vec{\theta}_i|\vec{p}) .
\]
Fig. 6.6 Simulated image of a strong lensing event as observed with an HST-like telescope. The pixel scale is 0.03″, and the image’s side-length is 5″. The observing band is not relevant in this example. The event involves an early-type galaxy lens and an elliptical background source hosting a quasar at its center. The simulated observation includes the instrument point-spread-function (see Sect. 6.2.6), here assumed to be of Gaussian shape and with a Full-Width-at-Half-Maximum (FWHM) of 0.1″.

3. The resulting points can be used to find the predicted source position. The points $\vec{\beta}_i(\vec{p})$ will be spread over a region of the source plane, so we can estimate the source position by taking their mean position:

$$\vec{\beta}(\vec{p}) = \frac{\sum_{i=1}^{N_{ima}} \vec{\beta}_i(\vec{p})}{N_{ima}},$$

(6.5)

where $N_{ima} = 4$ is the number of observed images of the quasar.
4. By solving the lens equation, the predicted source position can be mapped back onto the lens plane into a set of predicted image positions,

\[ \vec{\beta}(\vec{p}) \rightarrow \{ \hat{\theta}_i(\vec{p}) ; i = 1, \ldots, N_{ima,\vec{p}} \} . \]  

Note that the number of predicted images, \( N_{ima,\vec{p}} \), can be different from \( N_{ima} \).

5. To compare the observed and the predicted positions of the images, we can define a cost function such as

\[ \chi^2(\vec{p}) = \sum_{i=1}^{N_{ima}} \frac{[\hat{\theta}_i - \hat{\theta}_i(\vec{p})]^2}{\sigma_i^2} , \]  

where \( \hat{\theta}_i(\vec{p}) \) is the position of the predicted image closest to the image at \( \hat{\theta}_i \) and \( \sigma_i \) is the error on the position of the \( i \)-th image.

6. In order to find the best-fit model of lens, we can vary the parameters \( \vec{p} \) such as to minimize the \( \chi^2 \) function, or equivalently to maximize the likelihood for the observed image positions given the parameters \( \vec{p} \),

\[ \mathcal{L}(\vec{p}) = \frac{1}{\prod_{i=1}^{N_{ima}} \sigma_i \sqrt{2\pi}} \exp \left( -\frac{\chi^2(\vec{p})}{2} \right) . \]  

In case of more than one family of multiple images, the same procedure can be applied, but the likelihood function must be redefined as the product of the likelihoods for each family:

\[ \mathcal{L}(\vec{p}) = \prod_{j=1}^{N_{fam}} \frac{1}{\prod_{i=1}^{N_{ima}} \sigma_{ji} \sqrt{2\pi}} \exp \left( -\frac{\chi^2_j(\vec{p})}{2} \right) , \]  

where \( \chi^2_j \) is defined as in Eq. 6.7, but refers to the \( j \)-th family of multiple images and \( \sigma_{ji} \) is the error on the position of the \( i \)-th image of the \( j \)-th family. Note that maximizing this likelihood is equivalent to minimizing the total \( \chi^2 \) defined as

\[ \chi^2_{tot}(\vec{p}) = \sum_{j=1}^{N_{fam}} \chi^2_j(\vec{p}) . \]  

An alternative to the lens plane optimization is given by the source plane optimization. Ideally, the multiple images should be mapped to the same position on the source plane, if the model parameters match exactly the lens parameters. Thus, we could define a \( \chi^2 \) on the source plane as

\[ \chi^2_s(\vec{p}) = \sum_{i=1}^{N_{ima}} \frac{[\vec{\beta}_i(\vec{p}) - \vec{\beta}(\vec{p})]^2}{\mu_i(\vec{p})^{-2} \sigma_i^2} . \]
The major advantage of this approach is that step 4 in the procedure outlined above can be avoided. The solution of the lens equation is possible using numerical methods and is computationally expensive. When many families of multiple images are used as constraints, the lens plane optimization is significantly slower than the source plane optimization. Besides, it is not necessary to match the observed, and the model-predicted images one by one when computing the $\chi^2$. One disadvantage is that the error on each $\beta_i(\vec{p})$ must be estimated using the model estimated magnification $\mu_i(\vec{p}) = \mu(\vec{\theta}_i|\vec{p})$ at the image position. Besides, source plane optimization can lead to biased solutions, favoring models with flat density profile and large ellipticity (Kneib & Natarajan 2011).

The total $\chi^2$ function can be further extended to include additional terms, if other constraints are available. For example, to include the constraints from fluxes (or flux ratios) and from relative time delays between the multiple images, in addition to those from the image positions, we can define the total $\chi^2$ as

$$\chi^2_{\text{tot}}(\vec{p}) = \chi^2_{\text{pos}}(\vec{p}) + \chi^2_{\text{flux}}(\vec{p}) + \chi^2_{\text{time}}(\vec{p}), \quad (6.12)$$

where $\chi^2_{\text{pos}}(\vec{p})$ was defined in Eqs. 6.7 and 6.10. The other two terms may be defined in a similar way. For a single source, the contribution to the total $\chi^2$ from fluxes is

$$\chi^2_{\text{flux}}(\vec{p}) = \sum_{i=1}^{N_{\text{imgs}}} \left[ \frac{\mu_i(\vec{p}) F_s - F_i}{\sigma_{F_i}^2} \right]^2, \quad (6.13)$$

where $F_i$, and $\sigma_{F_i}$ are the observed flux and the corresponding error of the $i$–th image, respectively. The intrinsic source flux $F_s$ is a free parameter in the fit. Alternatively, we could fit the flux ratios between the images, eliminating this parameter.

The contribution to the total $\chi^2$ from time delays is instead

$$\chi^2_{\text{time}}(\vec{p}) = \sum_{ik} \left[ \frac{\Delta t_{ik}(\vec{p}) - \Delta t_{ik}}{\sigma_{\Delta t_{ik}}^2} \right]^2, \quad (6.14)$$

where $\Delta t_{ik}(\vec{p})$ and $\Delta t_{ik}$ are the model-predicted and the observed time delays between the $i$– and the $k$–th images. Obviously, $\sigma_{\Delta t_{ik}}^2$ are the errors on the measured time delays.

**Simultaneous Reconstruction of Source and Lens**

So far, sources were assumed to be point-like. This approximation is often used even in the presence of extended sources. In the example shown in the previous section, the constraints were derived from the images of a quasar, regardless of its galaxy host’s presence. Within very extended arcs, as shown in Fig. 6.4, one can identify bright star-forming regions and knots repeating in the multiple images and use them as point-like constraints.
Nevertheless, in several galaxy–galaxy lensing cases, the full information from extended sources can be used, and source and lens can be reconstructed simultaneously. Consider a source with intrinsic surface brightness $I_s(\vec{\beta})$. The surface brightness of its images is $I(\vec{\theta})$. We can use a set of parameters, $\vec{p}_s$, to model the surface brightness of the source, $I_s(\vec{\beta}|\vec{p}_s)$. Because of the surface brightness conservation, for a set of parameters $\vec{p}$ of the lens, we can derive the model-predicted surface brightness of the image as

$$I(\vec{\theta}|\vec{p}, \vec{p}_s) = I_s[\vec{\theta} - \vec{\alpha}(\vec{\theta}|\vec{p})|\vec{p}_s].$$  \hfill (6.15)

We may consider the images as a collection of $N_{pix}$ pixels. The $i-$th pixel provides a measure of the surface brightness, $I_i$, at the position $\vec{\theta}_i$. These measures can be fit into an observed data vector, $\vec{d}$. Similarly, using Eq. 6.15 we can build the model data vector $\vec{d}_{mod} = [I(\vec{\theta}_i|\vec{p}, \vec{p}_s)]$. Finally, we can define the $\chi^2$ function

$$\chi^2 = [\vec{d} - \vec{d}_{mod}]^T C_I^{-1} [\vec{d} - \vec{d}_{mod}],$$  \hfill (6.16)

where $C_I$ is the covariance matrix of the pixel surface brightness.

The source can be modeled in different ways. For example, one can use an analytical function to parameterize the surface brightness and assume an elliptical shape. A possible choice could be the Sérsic surface brightness profile (see Eq. 3.100). In this case, the source parameters would be the effective radius, the Sérsic index, the total flux, the center coordinates, the ellipticity, and the position angle.

Alternatively, the source could be modeled as a collection of pixels or expanded into a set of basis functions. In these cases, each pixel or coefficient in the expansion is a free parameter that needs to be determined by minimizing the $\chi^2$ function (Suyu et al. 2006, Vegetti & Koopmans 2009, Warren & Dye 2003). For example, in case of pixelized sources, whose surface brightness is evaluated at finite positions $\vec{\beta}_i$ with $i = [1, \ldots, N_{pix,s}]$, the model data vector can be written as the product of a lensing operator $L(\vec{p})$ of size $N_{pix} \times N_{pix,s}$ and of the source vector $\vec{s} = [I_s(\vec{\beta}_i)]$:

$$\vec{d}_{mod} = L(\vec{p})\vec{s}.$$  \hfill (6.17)

Vegetti and Koopmans (2009) showed that $L(\vec{p})$ can be written as an interpolation operator, i.e. each element $d_k = I(\vec{\theta}_k)$ of $\vec{d}_{mod}$ is obtained by performing a bi-linear interpolation on the source plane using three values of the source surface brightness evaluated at the vertices of a triangle containing the point $\vec{\beta}_k = \vec{\theta}_k - \vec{\alpha}(\vec{\theta}_k|\vec{p})$. For a given set of lens parameters, $\vec{p}$, one can find source vector $\vec{s}$ as

$$\vec{s} = L(\vec{p})^{-1}\vec{d}.$$  \hfill (6.18)

Exploring the lens parameter space, the best combination of parameters $\vec{p}$ and source $\vec{s}$ that matches the data can be found, thus obtaining the simultaneous reconstruction of the source and of the lens.

In describing this algorithm, we have ignored several problems. First of all, the images are noisy. This implies that the source reconstructed through Eq. 6.18 may
present severe discontinuities and pixel-to-pixel variations, resulting in being non-physical. A prior on the source parameters must be assumed to force a smooth variation in nearby pixels’ value in the source plane. This can be achieved by re-defining the $\chi^2$ by adding a regularization term,

$$\chi^2 \rightarrow \chi^2 + \lambda s^T H s,$$

where $\lambda$ is a regularization constant and $H$ is a regularization matrix (Suyu et al. 2006).

Besides, one needs to account for the smearing effect of the PSF when computing the model data vector to be compared to the data. For this purpose, another operator $B$, called blurring operator, can be introduced, so that Eq. 6.17 is re-written as

$$\tilde{d}_{mod} = BL(\tilde{\rho})\tilde{s}.$$  

### Complex Parametric Models

Galaxy clusters and groups have complex mass distributions and are often located in dense environments, with filaments of matter departing from their outskirts and connecting to other clusters (Dietrich et al. 2012, Jauzac et al. 2016, Kondo et al. 2020, Limousin et al. 2012, Merten et al. 2011). In the parametric approach, their lens models typically contain many mass components and external perturbations, which are combined as explained in Sect. 5.7. Observations suggest that a smooth dark matter halo dominates the cluster mass budget. When building a lens model, this halo is generally modeled using one or more large-scale mass components with virial radii of order $\sim$1 Mpc, typically associated with the BCGs. Multiple large-scale components are used to model merging galaxy clusters and reproduce the characteristic asymmetries and elongations of the mass distributions of clusters and groups. The presence of additional mass components in the cluster surroundings can be modeled using external perturbations (see Sect. 5.6). About 15% of the mass of clusters is in the form of hot, diffuse gas (Ettori et al. 2013, Sarazin 1988), which can also be included as a component of the lens model as shown by Bonamigo et al. (2018). Finally, as discussed in Sect. 6.1.4, the models must include a clumpy component associated with the cluster galaxies.

The lens models comprising multiple mass components and external perturbations have a larger number of free parameters. Thus, more constraints are needed to break the possible model degeneracies and robustly determine the lens mass distributions. Unfortunately, clusters contain many hundreds of galaxies in their cores. When all of them are incorporated in the lens models, the number of free parameters largely exceeds the number of constraints. To mitigate this problem, it is common practice to include only the cluster galaxies brighter than a given luminosity threshold, located within a region around the cluster center, whose size is approximately twice the size of the cluster Einstein radius. For example, Bergamini et al. (2019) only includes galaxies with magnitude in HST band F160W smaller than 24. This magnitude is a good proxy for the stellar mass. Thus, the luminosity selection is motivated by assuming that only the most massive galaxies produce non-negligible lensing effects.
Although using only a subset of cluster galaxies helps, this does not sufficiently reduce the model’s number of free parameters. Apart from a small subset of galaxies located near multiple images or arcs, the rest of the galaxies can be treated as a population obeying well-motivated scaling relations.

For example, based on the virial theorem, the total mass of a galaxy can be related to the stellar velocity dispersion and to the effective radius as

\[
M \propto \sigma_v^2 r_e .
\]  
(6.21)

The galaxy luminosity is related to the mean surface brightness inside the effective radius, \(I_e\), as

\[
L \propto I_e r_e^2 .
\]  
(6.22)

The mass-to-light ratio is thus

\[
\left(\frac{M}{L}\right) \propto \frac{\sigma_v^2}{r_e I_e} .
\]  
(6.23)

Assuming that \(M/L \propto L^{-\delta}\), we obtain

\[
\left(\frac{M}{L}\right) \propto (I_e r_e^2)^{-\delta} .
\]  
(6.24)

Combining Eqs. 6.23 and 6.24, we obtain that

\[
r_e \propto \sigma_v^{2-\delta} I_e^{\frac{\delta-1}{1-2\delta}} .
\]  
(6.25)

This relation describes the fundamental plane of elliptical galaxies (Binney & Tremaine 2008, Djorgovski & Davis 1987).

It is common practice to model the cluster galaxies using the dPIE model introduced in Sect. 5.5.2 (Brainerd et al. 1996, Eliasdóttir et al. 2007, Kneib & Natarajan 2011, Limousin et al. 2005, Natarajan & Kneib 1997). The shapes are often chosen to be circular or with ellipticities fixed to those of the surface brightness distributions. The parameters of the dPIE density profile are assumed to scale with luminosity as

\[
\sigma_v = \sigma_{v,0} \left(\frac{L}{L_0}\right)^\alpha ,
\]

\[
r_{\text{cut}} = r_{\text{cut},0} \left(\frac{L}{L_0}\right)^\beta ,
\]

\[
r_{\text{core}} = r_{\text{core},0} \left(\frac{L}{L_0}\right)^\gamma .
\]  
(6.26)
The core radius of galaxies is known to be very small. For example, no central images are observed in galaxy scale strong lenses, implying that the central density profile is nearly isothermal (Koopmans et al. 2009, Treu 2010a). For this reason, it can be neglected or assumed to be a small constant. The total mass of the dPIE model scales with the cut radius and the velocity dispersion as in Eq. 5.122. Together with Eq. 6.26, this implies that

\[ M \propto L^{2\alpha + \beta}. \]  

Since

\[ \frac{M}{L} \propto L^{2\alpha + \beta - 1} \propto L^{-\delta}, \]

the parameters \( \alpha \) and \( \beta \) of the scaling relations in Eq. 6.26 and the parameter \( \delta \) of the fundamental plane are related as

\[ \beta = 1 - \delta - 2\alpha, \]

showing that, if we assume that the cluster galaxies lay on the fundamental plane (\( \delta \sim 0.2 \); Bender et al. 1992, Faber et al. 1987), we get rid of one free parameter. The population of the cluster galaxies is then fully described by only three parameters (\( \sigma_{v,0}, r_{cut,0} \), and one among \( \alpha \) and \( \beta \)).

**Free-Form Reconstruction Algorithms**

In the *free-form* (a.k.a. non-parametric) modeling approach, the lens is subdivided into a structured or an unstructured mesh onto which the lensing observables are mapped. The mesh is then transformed into a pixelized mass distribution using the relations between the observables and the lens surface density.


Consider a lens mass distribution corresponding to a lensing potential \( \Psi(\vec{\theta}) \). A discrete representation of this potential is given by a vector of potential values \( \vec{\Psi} = [\Psi_k], \ k = 1, \ldots, N_{pix} \) at the positions \( \vec{\theta}_k \). The elements of this vector are the unknowns to be determined.

Consider now a family of multiple images with positions \( \vec{\theta}_i \) with \( i = [1, \ldots, N_{ima}] \). The corresponding positions on the source plane are

\[ \vec{\beta}_i = \vec{\theta}_i - \vec{\alpha}(\vec{\theta}_i). \]  

(6.30)
The deflection angle is the gradient of the lensing potential (Eq. 3.9). Given that the lensing potential is defined on a grid, the components of its gradient can be estimated from a linear combination of the neighboring grid-points, via a finite-difference scheme. In matrix notation, the components of the deflection angle are

\[
\alpha_1(\vec{\theta}_i) = D^{(1)}_{jk} \Psi_k ,
\]

\[
\alpha_2(\vec{\theta}_i) = D^{(2)}_{jk} \Psi_k .
\] (6.31)

where \( D_{jk} \) are sparse band matrices encoding the information on the finite-difference scheme. These matrices are perfectly known (Fornberg 1988).

From now on, we can proceed as in the source plane optimization for the parametric approach. Starting from an initial guess of the \( \Psi_k \), we can compute the mean source position for the family of multiple images as a function of the potential values \( \Psi_k \) as done in Eq. 6.5 and define the \( \chi^2_s \) as done in Eq. 6.11. The pixelized potential of the lens can then be determined by solving

\[
\frac{d\chi^2_s}{d\Psi_k} = 0 .
\] (6.32)

Given that the deflection angle components are linear functions of the potential values, Eq. 6.32 reduces to a system of linear equations which can be solved to find the \( \Psi_k \). This is done iteratively: at each iteration step, new values of \( \Psi_k \) are determined, used to compute a new mean source position, which is used to update the values of \( \Psi_k \) until convergence. In the case of many families of multiple images, the \( \chi^2_s \) can be computed by summing each family’s contribution.

The advantage of the free-form approach is that no assumptions on the lensing potential are necessary. However, the number of multiple images is typically smaller than the potential values to be determined. For this reason, the introduction of a regularization term in the \( \chi^2_s \) meant to disfavor small-scale fluctuations in the potential is necessary.

Another advantage is that other complementary constraints can be easily combined with the multiple images’ positions by adding other terms to the \( \chi^2 \) function. For example, Merten et al. (2009) use pairs of multiple images to trace the lens critical lines. Similarly, weak lensing measurements can also be combined with strong lensing to constrain the outer region of lenses such as galaxy clusters, as it will be shown in the following sections.

6.2 Weak Lensing by Galaxy Clusters

6.2.1 The Principle

Far from the critical lines of galaxy clusters, the deflection field’s spatial variations are nearly linear over the typical angular scales of background galaxies. In this limit,
convergence and shear are constant, and the lensing Jacobian fully describes the lens mapping.

As discussed in Sect. 3.3, lensing causes circular sources to become ellipses with their major axes pointing in the direction of the eigenvector of the shear tensor $\Gamma$ with eigenvalue $\gamma$. The semi-major and semi-minor axes of the ellipses are related to the local values of convergence and shear as in Eqs. 3.52. Defining the source ellipticity as

$$\epsilon = \frac{a - b}{a + b} , \quad (6.33)$$

Equation 3.53 states that

$$\epsilon = g , \quad (6.34)$$

where $g$ is the reduced shear,

$$g \equiv \frac{\gamma}{1 - \kappa} . \quad (6.35)$$

Being the shear $\Gamma$ a $2 \times 2$ tensor, by analogy we define the reduced shear tensor $\tilde{g}$:

$$\tilde{g} \equiv \left( \begin{array}{cc} g_1 & g_2 \\ g_2 & -g_1 \end{array} \right)$$

$$= \frac{1}{1 - \kappa} \left( \begin{array}{cc} \gamma_1 & \gamma_2 \\ \gamma_2 & -\gamma_1 \end{array} \right) . \quad (6.36)$$

Thus, the eigenvectors of $\Gamma$ are also eigenvectors of $\tilde{g}$, and the components of the reduced shear can be written as

$$g_1 = g \cos(2\varphi) , \quad (6.37)$$

$$g_2 = g \sin(2\varphi) . \quad (6.38)$$

Using the complex notation introduced in Sect. 3.5.1, we can also define the complex reduced shear and ellipticity:

$$g = g_1 + ig_2 , \quad (6.39)$$

$$\epsilon = \epsilon_1 + i\epsilon_2 . \quad (6.40)$$

Figure 6.7 illustrates how a regular grid of circular sources (shown in the left panel) is lensed by a foreground elliptical lens placed at the center of the field-of-view. The solid blue curves show the lens critical lines. Some tangential and radial
arcs are easily recognizable around them and are the images of the sources closest to the lens center. We can see that as the distance from the lens center increases, the shapes of the lensed images become more similar to ellipses, as the limit discussed above is reached. We notice that there is a coherent alignment of the ellipses around the lens and that the ellipticity decreases as a function of the distance, reflecting the lens shear’s behavior, which decreases as a function of distance from the lens.

This example and the equations above illustrate the basic idea of weak lensing. By measuring the ellipticity of the lensed images of background sources, we can infer the lenses’ mass distribution. Indeed, the ellipticity measures a combination of shear and convergence, which are related to the second derivatives of the lensing potential.

### 6.2.2 Ellipticity Measurements

The ellipticity of the images must be measured from their surface brightness distributions. Let us consider an elliptical image. We begin by defining the image centroid, which is given by the first moment of the surface brightness $I(\bar{\theta})$:

$$\bar{\theta}_0 = \frac{\int I(\bar{\theta})\bar{\theta} d^2\theta}{\int I(\bar{\theta})d^2\theta}.$$  \hspace{1cm} (6.41)
Instead, the shape of the image is determined by the quadrupole (or second) moments,

\[ Q_{ij} = \frac{\int I(\vec{\theta})(\theta_i - \theta_0i)(\theta_j - \theta_0j)d^2\theta}{\int I(\vec{\theta})d^2\theta} \]  (6.42)

where \((i, j) \in \{1, 2\}\).

Note that \(Q_{ij}\) are the elements of a 2 \times 2 symmetric tensor. Indeed, \(Q_{12} = Q_{21}\). This tensor can be diagonalized and its eigenvectors define the principal axes of the surface brightness distribution. Thus, the ellipse describing the image has major and minor axes oriented as the principal axes of \(Q\). The lengths of its major and minor semi-axes, \(a\) and \(b\), are the reciprocals of the square root of the eigenvalues of \(Q\), given by

\[ \lambda_+ = \frac{1}{2} \left( Q_{11} + Q_{22} + \sqrt{(Q_{11} - Q_{22})^2 + 4Q_{12}^2} \right) = \frac{1}{a^2}, \]
\[ \lambda_- = \frac{1}{2} \left( Q_{11} + Q_{22} - \sqrt{(Q_{11} - Q_{22})^2 + 4Q_{12}^2} \right) = \frac{1}{b^2}. \]  (6.43)

For an image with circular isophotes, \(Q_{11} = Q_{22}\) and \(Q_{12} = Q_{21} = 0\).

Thus, the image ellipticity is given, in terms of the elements of the \(Q\) tensor, by

\[ |\epsilon| = \frac{\sqrt{(Q_{11} - Q_{22})^2 + 4Q_{12}^2}}{Q_{11} + Q_{22} + 2(Q_{11}Q_{22} - Q_{12})^{1/2}}. \]  (6.44)

Being \(|\epsilon| = \sqrt{\epsilon_1^2 + \epsilon_2^2}\), the components of the ellipticity tensor are

\[ \epsilon_1 = \frac{Q_{11} - Q_{22}}{Q_{11} + Q_{22} + 2(Q_{11}Q_{22} - Q_{12})^{1/2}}, \]
\[ \epsilon_2 = \frac{2Q_{12}}{Q_{11} + Q_{22} + 2(Q_{11}Q_{22} - Q_{12})^{1/2}}. \]  (6.45)

These are also the real and the imaginary parts of the complex ellipticity \(\epsilon\).

The position angle of the ellipse gives the shear direction \(\varphi\),

\[ \tan(2\varphi) = \frac{\epsilon_2}{\epsilon_1} = \frac{2Q_{12}}{Q_{11} - Q_{22}}. \]  (6.46)

In practice, shape measurements are performed on pixelized images, so that the integrals in Eqs. 6.41 and 6.42 must be substituted by sums over the image pixels. In addition, the extent of the image is defined by some brightness threshold, \(I_{th}\). We
may then multiply the surface brightness $I(\vec{\theta})$ in Eqs. 6.41 and 6.42 by a Heaviside step function $q_I = H(I - I_{th})$,

$$H(I - I_{th}) = \begin{cases} 
1 & I \geq I_{th} \\
0 & I < I_{th} 
\end{cases}. \quad (6.47)$$

Then, only the pixels above the brightness level $I_{th}$ will contribute to the computation of the image centroid and shape. This is particularly important because the noise in real astronomical images compromises the shape measurements at low surface brightness levels.

Applying the equations above to the images in Fig. 6.7, we obtain ellipticity measurements, as shown by the dotted red contours.

### 6.2.3 Tangential and Cross Component of the Shear

Because of the scalar nature of the lensing potential, gravitational lensing by a single lens can only induce tangential and radial distortions of the images (see e.g. Fig. 3.4). It is often convenient to redefine the shear components in a rotated frame where the axis $\theta_1'$ passes through the image centroid and the lens center. Obviously, the axis $\theta_2'$ is perpendicular to $\theta_1'$. Let the angle between $\theta_1$ and $\theta_1'$ be $\phi$. The transformation between the coordinates $(\theta_1, \theta_2)$ and $(\theta_1', \theta_2')$ is then given by

$$R(\phi) = \begin{pmatrix} \cos(\phi) & -\sin(\phi) \\ \sin(\phi) & \cos(\phi) \end{pmatrix}. \quad (6.48)$$

The shear tensor in the rotated frame is then

$$\Gamma' = R^T(\phi) \Gamma R(\phi), \quad (6.49)$$

and its components are

$$\gamma_1' = \gamma_1 \cos(2\phi) + \gamma_2 \sin(2\phi), \quad (6.50)$$

$$\gamma_2' = \gamma_1 \sin(2\phi) - \gamma_2 \cos(2\phi). \quad (6.51)$$

As we can see from Fig. 3.4, any distortion in the radial or in the tangential directions with respect to the lens is caused by a shear tensor with $\gamma_2' = 0$. Images are tangentially elongated if $\gamma_1' < 0$. On the contrary, images are radially elongated if $\gamma_1' > 0$.

The quantities $\gamma_1 = -\gamma_1'$ and $\gamma_\times = -\gamma_2'$ are called tangential and cross components of the shear. The first encodes the pure lensing signal, while the second should be zero unless some systematics affect the measurements.

Analogously, we can define the tangential and the cross components of the reduced shear $(g_t, g_\times)$ and the ellipticity $(\epsilon_t, \epsilon_\times)$.
Figure 6.8 shows that the tangential component of the ellipticity of the sources in the right panel of Fig. 6.7 decreases as a function of the distance from the lens center. The orange circles indicate the measurements made for each source. The blue dots show the input values of the reduced tangential shear at the image centroids. They match the measured ellipticities very well except at the center of the field-of-view, close to the lens critical lines. In this region, the lens mapping cannot be described adequately by a linear mapping, as higher-order distortions need to be accounted for. The cross component of the ellipticity is consistent with zero at all radii, thus validating the measurements against systematic errors.

For a given lens model and set of parameters $\vec{p}$, we can now compute the expected ellipticities of all $N_{ima}$ lensed images, $\epsilon_i(\vec{p}) = g_{t,i}(\vec{p})$, where $i \in N_{ima}$, and compare then to the measured ones to assess how well the model matches the data.

![Fig. 6.8](image)

**Fig. 6.8** Tangential and cross components of the true reduced shear and the ellipticity of the sources in the simulation illustrated in Fig. 6.7. The vertical dashed lines show the mean positions of the lens critical lines. The true tangential shear values are indicated with orange circles. They are almost identical to the values estimated from the tangential component of the image ellipticities, shown by the blue circles, particularly far from the lens critical lines. The red and green crosses show the cross components of the true shear and image ellipticity, respectively. They are consistent with zero, as expected. The dotted blue line shows the best-fit NFW model to the data (see Sect. 6.4.2)
We define the $\chi^2$

$$\chi^2_{WL}(\vec{p}) = \sum_{i=1}^{N_{\text{img}}} \frac{(\epsilon_{t,i} - g_{t,i}(\vec{p}))^2}{\sigma_i^2}, \quad (6.52)$$

where $\sigma_i$ indicates the error associated with the $i$-th ellipticity measurement. By minimizing $\chi^2_{WL}$ with respect to $\vec{p}$, we find the best-fit parameters describing the lens.

### 6.2.4 Aperture Mass Densitometry

Using the Divergence Theorem, we can obtain a relation between the mass enclosed within radius $\theta$ and the tangential shear:

$$m(\theta) = \frac{1}{\pi} \int \kappa(\vec{\theta}) d^2\theta = \frac{\theta}{2\pi} \oint \frac{\partial^2 \hat{\Psi}}{\partial \theta^2} d\phi , \quad (6.53)$$

where the first and the second integrals are performed onto the surface and the perimeter of the circle of radius $\theta$, respectively. We use the lower-case $m$ because this mass is dimensionless.

By taking the derivative with respect to $\theta$, we find that

$$\frac{dm(\theta)}{d\theta} = \frac{m(\theta)}{\theta} + \frac{\theta}{2\pi} \oint \frac{\partial^2 \hat{\Psi}}{\partial \theta^2} d\phi . \quad (6.54)$$

Being $\partial^2 \hat{\Psi}/\partial \theta^2 = \kappa - \gamma_t$, the above integral leads to

$$\frac{dm(\theta)}{d\theta} = \frac{m(\theta)}{\theta} + \theta [\langle \kappa \rangle(\theta) - \langle \gamma_t \rangle(\theta)] , \quad (6.55)$$

where $\langle \kappa \rangle(\theta)$ and $\langle \gamma_t \rangle(\theta)$ denote the mean convergence and shear along the circle of radius $\theta$. Since $dm(\theta)/d\theta = 2\theta \langle \kappa \rangle(\theta)$, we obtain that

$$\langle \gamma_t \rangle = -\frac{1}{2\pi \theta} \left[ \frac{dm(\theta)}{d\theta} - 2\frac{m(\theta)}{\theta} \right] . \quad (6.56)$$

Note that this relation is formally identical to that in Eq. 5.21 for axially symmetric lenses. Indeed,

$$m(\theta) = \theta^2 \kappa(< \theta) = 2 \int_0^\theta \langle \kappa \rangle(\theta) \theta d\theta , \quad (6.57)$$
and therefore

\[ \langle \gamma_t \rangle(\theta) = \kappa(<\theta) - \langle \kappa \rangle(\theta). \]  \hspace{1cm} (6.58)

This shows that the tangential shear is related to the differential surface density

\[ \Delta \Sigma(\theta) = \Sigma(<\theta) - \Sigma(\theta). \]  \hspace{1cm} (6.59)

In addition, we can easily see that

\[ \frac{\partial \kappa(<\theta)}{\partial \ln \theta} = \frac{1}{\pi \theta} \left[ \frac{dm(\theta)}{d\theta} - 2 \frac{m(\theta)}{\theta} \right] = -2 \langle \gamma_t \rangle(\theta). \]  \hspace{1cm} (6.60)

Thus, we can express the difference between the mean convergences within two radii, \( \theta_1 \) and \( \theta_2 \) as

\[ \kappa(<\theta_1) - \kappa(<\theta_2) = 2 \int_{\theta_1}^{\theta_2} \langle \gamma_t \rangle(\theta) d\ln \theta. \]  \hspace{1cm} (6.61)

In addition, the following relation holds between \( \kappa(<\theta_1) \), \( \kappa(<\theta_2) \) and the mean convergence in the annulus defined by the two radii \( \theta_1 \) and \( \theta_2 \):

\[ \theta_2^2 \kappa(<\theta_2) = \theta_1^2 \kappa(<\theta_1) + (\theta_2^2 - \theta_1^2) \kappa(\theta_1 < \theta < \theta_2). \]  \hspace{1cm} (6.62)

Combining Eqs. 6.61 and 6.62, we obtain

\[ \kappa(<\theta_1) - \kappa(\theta_1 < \theta < \theta_2) = \frac{2}{\theta_2^2 - \theta_1^2} \int_{\theta_1}^{\theta_2} \langle \gamma_t \rangle(\theta) d\ln \theta. \]  \hspace{1cm} (6.63)

This equation shows that we can determine the mean convergence within the radius \( \theta \) by integrating the azimuthally averaged tangential shear profile within an annulus external to that radius. Unfortunately, this is only a lower limit to the real mean convergence of the lens because of the unknown term \( \kappa(\theta_1 < \theta < \theta_2) \). Clowe et al. (1998) introduced a modified version of the formula above, showing that

\[ \kappa(<\theta_1) - \kappa(\theta_2 < \theta < \theta_{\text{max}}) = 2 \int_{\theta_1}^{\theta_2} \langle \gamma_t \rangle(\theta) d\ln \theta + \frac{2}{\theta_2^2 - \theta_1^2} \int_{\theta_2}^{\theta_{\text{max}}} \langle \gamma_t \rangle(\theta) d\ln \theta. \]  \hspace{1cm} (6.64)

In case of very wide observations, the radii \( \theta_2 \) and \( \theta_{\text{max}} \) can be chosen to be large so that \( \kappa(\theta_2 < \theta < \theta_{\text{max}}) \) is small.

This method to obtain the convergence of the lens is called aperture mass densitometry. It belongs to the class of the so-called free-form methods to measure the mass distribution of the lenses because no assumption is made about the shape.
of the lens mass profile, in contrast to the techniques discussed earlier, where a set of parameters described the lens mass distribution.

### 6.2.5 The Kaiser and Squires Inversion Algorithm

Both the convergence and the shear components are linear combinations of the second derivatives of the lensing potential. Thus, the relations between these quantities in Fourier space are linear. As a result, we can express the convergence as a convolution of the shear with an appropriate kernel function Kaiser and Squires (1993).

The Fourier transforms of the convergence and of the shear are given by

\[
\tilde{\kappa} = -\frac{1}{2} (k_1^2 + k_2^2) \tilde{\Psi}, \tag{6.65}
\]

\[
\tilde{\gamma}_1 = -\frac{1}{2} (k_1^2 - k_2^2) \tilde{\Psi}, \tag{6.66}
\]

\[
\tilde{\gamma}_2 = -k_1 k_2 \tilde{\Psi}, \tag{6.67}
\]

where \((k_1, k_2)\) are the elements of the wave vector and the symbol \(\sim\) denotes the Fourier transforms.

We can now eliminate the potential from the equations above, finding the relations between the Fourier transforms of the shear components and of the convergence:

\[
\begin{pmatrix}
\tilde{\gamma}_1 \\
\tilde{\gamma}_2
\end{pmatrix} = k^{-2} \begin{pmatrix}
k_1^2 - k_2^2 \\
2k_1 k_2
\end{pmatrix} \tilde{\kappa}. \tag{6.68}
\]

Using

\[
\begin{pmatrix}
k_1^2 - k_2^2 \\
2k_1 k_2
\end{pmatrix}^T \begin{pmatrix}
k_1^2 - k_2^2 \\
2k_1 k_2
\end{pmatrix} = 1, \tag{6.69}
\]

Equation 6.68 can be inverted to obtain

\[
\tilde{\kappa} = \begin{pmatrix}
k_1^2 - k_2^2 \\
2k_1 k_2
\end{pmatrix}^T \begin{pmatrix}
\tilde{\gamma}_1 \\
\tilde{\gamma}_2
\end{pmatrix}. \tag{6.70}
\]

Taking the inverse transform of Eq. 6.70, we obtain

\[
\kappa(\theta) = \frac{1}{\pi} \int \left[ D_1(\theta - \theta') \gamma_1(\theta') + D_2(\theta - \theta') \gamma_2(\theta') \right] d^2\theta', \tag{6.71}
\]
where

\[ D_1(\theta_1, \theta_2) = \frac{\theta_2^2 - \theta_1^2}{\theta^4}, \quad (6.72) \]

\[ D_2(\theta_1, \theta_2) = \frac{2\theta_1\theta_2}{\theta^4}. \quad (6.73) \]

The Kaiser and Squires algorithm also belongs to the class of the free-form methods. Differently from the previous methods based on the measurement of the tangential shear profile, it allows to obtain a two-dimensional model of the mass distribution of lens.

6.2.6 Challenges in Shear Measurements

**Intrinsic Source Ellipticity**

So far, we have neglected several complications that affect the real measurements of galaxy shapes. For example, we have assumed that the sources were circular. In reality, galaxies do not have circular shapes. Typical sources used in weak lensing measurements are faint and irregular galaxies. At first approximation, we may assume that they have their own intrinsic ellipticities. These can be described by the quadrupole moments of the intrinsic surface brightness, \( I_s(\vec{\beta}) \),

\[ Q_{s,ij} = \frac{\int I_s(\vec{\beta})(\beta_i - \beta_{0i})(\beta_j - \beta_{0j})d^2\beta}{\int I_s(\vec{\beta})d^2\beta}. \quad (6.74) \]

In the former equation, \( \beta_{0i} \) are the coordinates of the source centroid in analogy with the definition in Eq. 6.41.

Using Eqs. 3.4 and 3.30, after some easy calculations, we find that

\[ Q_{s,ij} = \sum_k \sum_l A_{ik} Q_{kl} A_{jl}, \quad (6.75) \]

which shows that the relation between the intrinsic and the observed quadrupole moment tensors is

\[ Q_s = AQA^T = AQA. \quad (6.76) \]

Schneider and Seitz (1995) showed that, combining Eqs. 6.75 and 6.45, the relation between intrinsic and observed complex ellipticities is

\[ \epsilon_s = \begin{cases} \frac{\epsilon - g}{1 - g\epsilon} & \text{if } |g| \leq 1, \\ \frac{\epsilon - g^*\epsilon}{1 - g^*\epsilon} & \text{if } |g| > 1. \end{cases} \quad (6.77) \]
The inverse transformation is obtained by interchanging the source and the image ellipticity and making the substitution \( g \rightarrow -g \).

If we make the assumption that the source galaxies are randomly oriented, so that \( \langle \epsilon_s \rangle = 0 \), when averaging over a sufficiently large number of them, then Eq. 6.77 tells us that

\[
\langle \epsilon \rangle = \begin{cases} 
  g & \text{if } |g| \leq 1, \\
  1/g^* & \text{if } |g| > 1,
\end{cases}
\]

i.e. the expectation value of the image ellipticity is the reduced shear (or the inverse of the complex conjugate of \( g \)).

Thus, even if sources are not intrinsically circular, a relation identical to Eq. 6.34 still holds between the image ellipticity and the reduced shear, which enables us to derive the mass of the lens exactly as described in Sect. 6.2.3. Indeed, each image ellipticity is an unbiased estimator of the local reduced shear. Unfortunately, this estimator is affected by a large noise, which is determined by the dispersion of the intrinsic ellipticities:

\[
\sigma_{\epsilon} = \sqrt{\langle \epsilon_s \epsilon_s^* \rangle}.
\]

This means that, by averaging over \( N_g \) images at whose positions the reduced shear is \( g \), the 1-\( \sigma \) deviation of their ellipticity from the true \( g \) is \( \sigma_{\epsilon}/\sqrt{N_g} \) (see e.g. Schneider 2006).

For a centrally concentrated mass distribution, like the lens in the example outlined in the previous sections, the shear can be assumed to be nearly the same for all galaxies at a given distance from the lens center. Thus, by averaging over a sufficiently high number of galaxies in concentric rings of increasing size, we can obtain an estimate of the tangential shear profile of the lens. Then we can fit it with a parametric model to get the lens mass distribution. Similarly, averaging over sources in apertures around a given position, the shear’s local value can be estimated and used to obtain the lens convergence using, e.g. the Kaiser and Squires algorithm.

**Effects of the Point-Spread-Function**

All those instrumental and non-instrumental effects that alter the shape of the sources are critical for shear measurements. The PSF \( P(\vec{\theta}) \) describes how a point source is smeared by the telescope optics, the telescope guiding, the several steps involved in the data reduction process, and the atmospheric turbulence (in the case of ground-based observations). Of course, the same smearing also applies to extended images of distant galaxies. Their observed surface brightness becomes

\[
I_{\text{obs}}(\vec{\theta}) = \int I(\vec{\theta}') P(\vec{\theta} - \vec{\theta}') d^2\theta'.
\]
Maximum (FWHM) is \( \sim 0.6–0.8 \), which is comparable or larger than the size of typical distant galaxies used in the weak lensing analyses. The main effect of seeing is to reduce the sources’ ellipticity, thus making them rounder and letting to underestimate the shear. On the other hand, optics distortions and other detector effects can contribute to the PSF by introducing anisotropies that can mimic a lensing signal. Thus it is essential to correct for all these effects when carrying out a lensing analysis.

The PSF can be measured using the stars within the field-of-view. Their appearance on the astronomical image shows the PSF at the stars’ locations. However, the PSF may have spatial variations. To describe them, it is common practice to interpolate the PSF between the star positions using low order polynomials.

Once the PSF has been determined, several methods have been proposed to correct the observed image ellipticity and reduce the systematic errors on the reduced shear measurements. Some of them, including the so-called KSB method (Hoekstra et al. 1998, Kaiser et al. 1995, Luppino & Kaiser 1997), consist of correcting the moments of the surface brightness distribution analytically, using tensors to describe how the image ellipticity responds to PSF anisotropies and shear in the presence of seeing. Other methods attempt to fit the observed images with some models of the surface brightness, convolved with the measured PSF (e.g. Kuijken 1999, Miller et al. 2013, Refregier & Bacon 2003). Most recently, also methods that rely on artificial intelligence have been proposed (e.g. Ribli et al. 2019).

### 6.2.7 Redshift Dependence of the Signal

We have yet not considered that the weak lensing signal, i.e. the induced ellipticity of the images, depends of the source redshift. Both convergence and shear scale with the distances as \( \nu(z_S) = D_{LS}/D_S \). We may write them in terms of their value for sources at infinite redshift. Then, \( \gamma = \gamma_\infty \nu(z_S)/\nu_\infty \) and \( \kappa = \kappa_\infty \nu(z_S)/\nu_\infty \). Thus, the reduced shear varies with the source redshift as

\[
g(z_S) = \frac{\gamma_\infty \nu(z_S)/\nu_\infty}{1 - \kappa_\infty \nu(z_S)/\nu_\infty}.
\]  

(6.81)

In observations, the ellipticity of many sources distributed over a range of redshifts is measured. Their redshifts are necessary to convert the measured lensing signal into an estimate of the lens mass.

The redshift of each galaxy used to perform a shear measurement is generally impossible to determine. Typical sources used in weak lensing analyses are faint distant galaxies that are difficult to target in spectroscopic observations. Photometric redshifts are an alternative solution, but they require multi-band observations, and their accuracy becomes smaller for fainter sources.

In many cases, an effective value of \( \langle \nu(z_S) \rangle \) is used to describe the entire population of sources behind a lens. It is determined from catalogs of photometric
redshifts in the literature (e.g. the COSMOS survey Ilbert et al. 2009) by matching them to the depth of the observations. Unfortunately, this approach can introduce systematic errors. The solid curves in Fig. 6.9 show $\nu(z_S)$ for two lenses at redshifts $z_L = 0.2$ and $z_L = 0.6$. Both curves grow rapidly and then reach an asymptotic value higher for lower redshift lenses. Depending on the observations’ depth, the redshift distribution of the sources in current lensing surveys peaks at $z_S \sim 0.6–1$. The dashed curve shows a tentative redshift distribution peaking at $z_S = 1$. For a lens at $z_L = 0.2$, most sources are at distances characterized by similar values of $\nu(z_S)$. On the contrary, for the lens at $z_L = 0.6$ the evolution of $\nu(z_S)$ within the redshift range covered by the majority of the sources is strong. Thus, especially in the case of high-redshift lenses, estimating the effective $\nu(z_S)$ requires a good knowledge of the true source redshift distribution.

It is worth noting that since the dispersion of a shear estimate from averaging over $N_g$ galaxy ellipticities is $\sigma_\epsilon^2 / N_g$, the shear signal-to-noise is

$$\frac{S}{N} = \frac{\gamma}{\sigma_\epsilon} N_g^{1/2}.$$  \hspace{1cm} (6.82)

Since higher redshift lenses have fewer detectable sources in their background at a fixed depth, the shear measurement is much more difficult for these galaxy clusters.

Let us consider a SIS lens. Within an annulus of inner and outer radii $\theta_1$ and $\theta_2$ centered on the lens, the number of lensed sources is

$$N = n_{gal} \pi (\theta_2^2 - \theta_1^2),$$  \hspace{1cm} (6.83)
where $n_{\text{gal}}$ is the number density of galaxies. The mean shear within the annulus is
\[
\overline{\gamma}(\theta_1 < \theta < \theta_2) = \frac{\theta_E}{\theta_1 + \theta_2}
\]  
(6.84)

Plugging Eqs. 6.83 and 6.84 into Eq. 6.82, and remembering that $\theta_E = 4\pi (\sigma_v / c)^2 D_{\text{LS}} / D_S$, we obtain that the signal-to-noise ratio is
\[
\frac{S}{N} = \frac{\theta_E}{\sigma_\epsilon} \sqrt{n_{\text{gal}}} \pi \sqrt{\frac{\theta_2 / \theta_1 - 1}{\theta_2 / \theta_1 + 1}} = \frac{4\pi^{3/2} \sigma_v^2}{c^2} \sqrt{n_{\text{gal}}} \sigma_\epsilon^{-1} \sqrt{\frac{\theta_2 / \theta_1 - 1}{\theta_2 / \theta_1 + 1}} D_{\text{LS}} / D_S .
\]  
(6.85)

This formula shows that clusters at intermediate redshifts with masses $M_{\text{vir}} \sim 10^{15} M_\odot$ corresponding to a velocity dispersion $\sigma_v \sim 1000$ km s$^{-1}$ are detectable in deep ground-based observations ($n_{\text{gal}} \sim 20–30$ arcmin$^{-2}$) at $S/N \sim 10$, assuming $\theta_2 / \theta_1 \sim 10$ and $\sigma_\epsilon \sim 0.2$. Hence, massive galaxy clusters can be studied individually. For lower mass or higher redshift clusters of groups of galaxies, the $S/N$ becomes too small and it is necessary to increase the number density of lensed sources using deeper observations with the Hubble Space Telescope. Alternatively, clusters with similar masses can be stacked to measure their average mass distributions (Umetsu 2020)

### 6.2.8 Limitations of the Methods

Unfortunately, both Eqs. 6.64 and 6.71 relate the convergence to the shear, not to the reduced shear, which we measure from the data. One method to mitigate the problem is to adopt an iterative approach. For example, we can start from the assumption that $\kappa = 0$. Then, the sources’ measured ellipticities provide an estimate of the shear, and Eq. 6.71 allows us to estimate $\kappa(\vec{\theta})$. In the next iteration, we use this convergence to convert the measured reduced shear into the shear, and we repeat the calculation to find a new estimate of $\kappa(\vec{\theta})$. After a few iterations, we usually find a stable solution.

The Kaiser and Squires method also assumes that the integral in Eq. 6.71 extends to infinity, while observed fields are finite. Thus, as seen for the aperture mass densitometry, wide-field imaging helps to mitigate this problem.

The methods to recover the lens convergence based on the tangential shear profile measurement suffer from another critical limitation. They assume that there is a unique lens center. As discussed by Meneghetti et al. (2010), this causes systematic errors if the lens is not isolated or massive substructures are present because the assumption that the shear is tangential to a unique mass clump is not correct.

All methods are affected by biases related to the possible contamination by foreground or cluster galaxies. If we include these accidentally among the sources used to measure the shear, they dilute the signal, thus underestimating the convergence and, eventually, the lens mass. Methods to identify the cluster background sources are generally based on photometric redshift measurements or, when these are not
possible, on color selection (Formicola et al, 2016, Masters et al, 2015, Mezezinski et al, 2018).

### 6.3 Applications of Lensing by Galaxies and Galaxy Clusters

This chapter focuses on how the gravitational lensing effects can map the distribution of matter in galaxies and galaxy clusters. The resulting mass models are used in many applications, aiming at answering outstanding questions in cosmology and astrophysics. Several review articles do a great job illustrating these applications in detail (Kneib & Natarajan 2011, Limousin et al. 2013, Meneghetti et al. 2013, Treu 2010b, Treu & Marshall 2016, Umetsu 2020). In this section, we provide a very short and concise summary of some of them.

#### 6.3.1 The Nature of Dark Matter

In the standard cosmological model, the matter content of the universe is dominated by cold dark matter (CDM), collision-less particles that interact with ordinary matter (baryons) only through gravity. Gravitationally bound dark matter halos form hierarchically, with the most massive systems forming through mergers of smaller ones. As structure assembles in this fashion, large dark matter halos contain smaller-scale substructure in the form of embedded sub-halos. Theoretically, it is expected that the mass function of these sub-halos follows a power-law behavior,

\[
\frac{dn}{d \ln m} \propto m^\delta,
\]

where \(m\) is the sub-halo mass and \(\delta \sim 0.8\) (Despali and Vegetti 2017, Giocoli et al. 2010).

Besides, several numerical simulations of structure formation show that CDM halos develop a characteristic density profile, similar to the NFW density profile introduced in Sect. 5.5.1. Recent theoretical results indicate that this profile should be universal over 20 orders of magnitude in halo mass (Wang et al, 2020). Also, halo mass and concentration are tightly related in a way that depends on cosmology.

Gravitational lensing is a potentially powerful tool to investigate the predictions of the standard cosmological model. As discussed, substructures in the lens produce their characteristic lensing effects, such as brightness fluctuations, image shifts, or even additional images of the background sources. Interestingly, substructures can also be detected if they are dark, i.e. if they do not host stars emitting light. A common practice to catch them in strong lensing galaxies is to fit extended images using smooth mass distributions. Substructures are detected as residuals in the source-subtracted images. This technique is called “gravitational imaging” (Vegetti & Koopmans 2009, Vegetti et al. 2010). The mass of the substructure can be estimated by adding perturbers in the lens model. Their positions and masses are...
adjusted to minimize the residuals (Birrer et al. 2015, Hezaveh et al. 2016, Vegetti et al. 2012).

A great effort is being made to be able to identify the smallest substructures in galaxies because alternative models to cold dark matter predict that these are suppressed below a characteristic scale that depends on the assumed physics of the dark matter particles (see, e.g. Lovell et al. 2012). The perturbations that such small dark matter clumps can produce are tiny. Detecting them in the images of extended sources requires to achieve a very high spatial resolution, currently achievable only with interferometry techniques in the sub-mm and radio wavelengths (Hezaveh et al. 2016, Powell et al. 2020). Alternatively, substructures’ presence is inferred from the anomalous image fluxes of multiply imaged point sources (Nierenberg et al. 2020). Observations did not show evidence of a discrepancy with the CDM paradigm so far.

Galaxies are expected to trace the most massive substructures in galaxy clusters. Their strong lensing effects occur on scales of the order of ~1 arcsec. They enable to study the dark matter in the galactic halos, measuring their masses and spatial distribution within the clusters (Grillo et al. 2015, Limousin et al. 2007, Natarajan et al. 2017; 2007, Natarajan & Kneib 1997, Natarajan et al. 2002, Natarajan & Springel 2004). Interestingly, recent studies recently showed that the dark matter halos of cluster galaxies are more concentrated and closer to the cluster centers than expected in the CDM model (Meneghetti et al. 2020). For these reasons, the probability of galaxy–galaxy strong lensing events in galaxy clusters is relatively high.

The inner density profiles of galaxies can be constrained using strong lensing combined with stellar kinematics, measurements obtained from spectroscopy. Indeed, strong lensing alone is insufficient to measure the density profile’s inner slope, as it is sensitive to the total mass within the Einstein radius. Thus, independent measurements of the mass within radii smaller than those probed by lensing, i.e. in regions of few kpcs where stars dominate the galaxy mass budget, are necessary to measure the slope and break the degeneracy between dark and baryonic mass. Generally, stars and dark matter are found to “conspire” to create a density profile that is close to isothermal (e.g. Auger et al. 2009, Koopmans et al. 2009).

The outer profile of cluster-size dark matter halos can be constrained using weak lensing (Umetsu 2020). The combination of weak and strong lensing allows us to measure the dark matter distribution in the largest cosmic structures from the inner region, down to where radial arcs are detected, out to the virial radius. Recent results from the Cluster Lensing And Supernova Survey with Hubble (CLASH) show that the NFW profile describes well the mass distribution in massive galaxy clusters and that the relationship between concentration and mass is consistent with expectations in the standard cosmological model (Meneghetti et al. 2014, Merten et al. 2015, Umetsu et al. 2014). Weak lensing has been used to also characterize the outer regions of dark matter halos for statistical samples of early-type galaxies out to intermediate redshifts (e.g. Hoekstra et al. 2004).

Constraints from stellar kinematics in the BCGs can break the degeneracy between stellar and dark matter and measure the very inner slope of the cluster density profile. Some results suggest that the dark matter profiles at the center of
some galaxy clusters may be shallower than expected. (Newman et al. 2015; 2013, Sand et al. 2008). It is not yet clear if this feature is a hint of some tension with the CDM model or if it is the result of the interplay between dark matter and baryons. In the standard CDM scenario, dark matter particles are assumed to be collisionless, meaning that they have negligible self-interactions. Stars are also effectively collision-less. Instead, the hot intracluster gas is a collisional fluid. It is subject to pressure forces and dissipation, and shocks and turbulence are developed during collisions. Two colliding clumps of collision-less dark matter (and the galaxies therein) pass through each other and are only slowed down by their gravitational interaction. On the contrary, the gas clouds stick on each other due to the much stronger interactions between their particles. Thus, during violent events such as head-on mergers of galaxy clusters, the different nature of dark matter, gas, and stars manifests itself through displacements of their respective mass distributions. By measuring these displacements, it is possible to place constraints on the possible collisional (or self-interacting) cross-section of dark matter particles. Mass mapping through weak lensing allows us to determine the distribution of the dark matter. The cluster gas distribution is observable through its X-ray emission, instead. The displacements measured in a few merging clusters support that dark matter is effectively collision-less like galaxies, placing a robust upper limit on the self-interacting cross-section of $\sigma_{DM}/m \lesssim 1.25 \, cm^2/g$ (Bradač et al. 2008, Markevitch et al. 2004, Randall et al. 2008). Strong lensing also puts constraints on the self-interaction cross-section, as shown by Meneghetti et al. (2001), Miralda-Escudé (2002), Natarajan et al. (2002).

### 6.3.2 The Interplay Between Dark Matter and Baryons

Observations of strong and weak gravitational lensing can be compared to complementary probes of the matter distribution in galaxies and galaxy clusters to accurately measure the distribution of dark matter and baryons in the cosmic structures. These include: stellar or galaxy kinematics, observations of the Intracluster medium in the X-ray or radio wavelengths, etc. This comparison provides important hints on what is the interplay between dark and ordinary matter. Baryons condense inside halos to form stars. Star formation is regulated by cooling and heating mechanisms that depend, among others, on many physical processes such as energy feedback from active-galactic-nuclei and supernovae explosions, galactic winds, metal enrichment of the interstellar medium, mergers, etc. Strong lensing can help us understand these processes by providing precise measurements of the fraction of total mass in the form of dark matter within the Einstein radius and the mass-to-light ratios in galaxies and clusters (e.g. Jiang & Kochanek 2007). Dark matter, particularly in the central regions of galaxies and galaxy clusters, is potentially affected by baryon physics due to the gravitational interactions between its particles and ordinary matter. Thus, it is interesting to measure how the shape of the density profiles changes under the effects of baryons across a range of lens masses. For
example, (Newman et al. 2013) find hints for a systematic decreasing trend of the inner slope of the density profiles as a function of mass.

### 6.3.3 Cosmic Telescopes

Thanks to their magnification, galaxies and galaxy clusters are powerful cosmic telescopes. Sources near the lens caustics are so highly magnified that details as small as globular clusters (i.e. with intrinsic sizes of \( \lesssim 200 \) parsec) can be resolved in their images (Vanzella et al. 2017a; b). Besides, some of the most distant sources in the universe were observed behind galaxy clusters (e.g. Coe et al. 2013, Zheng et al. 2012).

More generally, gravitational lenses offer the possibility to study in detail source populations that would be out of reach even with the current most powerful and highest resolution telescopes. Some of these source populations are particularly interesting because they can help understand the early phases of star and galaxy formation and evolution. For example, the most intense star formation in the universe occurs in dust-rich galaxies at \( z \gtrsim 1 \), where the star formation rate amounts to \( > 100 - 1000 M_\odot \) yr\(^{-1} \) (Casey et al. 2014). The UV radiation emitted by massive young stars is largely reprocessed by the interstellar dust and re-emitted at far-infrared and sub-mm wavelengths. As seen in Sect. 6.1.3, dusty star-forming galaxies (DSFGs) lensed by other galaxies along the line-of-sight are identified as the brightest sources in the infrared surveys thanks to the magnification bias (Negrello et al. 2010, Vieira et al. 2010). Once detected, they can be observed at higher resolution using interferometers like the Atacama Large Millimeter Array (ALMA) (Hezaveh et al. 2016, Spilker et al. 2016). A careful lens modeling allows to de-lens the sources and to study their intrinsic properties. Reproducing a realistic population of DSFGs has long been a challenge for theoretical models of galaxy evolution (Narayanan et al. 2015) and lensing offers a way to study them in detail.

An important reason for studying the distant universe is to witness the stars and galaxies in the first 1 billion years of cosmic history. Unlensed sources in this epoch are extremely faint (\( > 28 \) mag). They might have played an essential role in the process of re-ionizing the gas in the universe between redshift 15 and 8. Before that epoch, in the so-called dark ages, the universe did not yet contain stars and galaxies, and this gas was neutral (Ciardi & Ferrara 2005, Dijkstra 2014, Gunn & Peterson 1965, Madau et al. 1997, Planck Collaboration et al. 2020). Then, the re-ionization occurred likely due to the UV and X-ray photons escaping from some of the first objects to form. It is yet unclear which sources might have contributed most to the cosmic re-ionization. Several candidates have been proposed: the first population of stars (the so-called Pop III stars), a population of faint dwarf galaxies, nuclear black holes, X-ray binaries, etc. (Zaroubi 2013). While the James-Webb-Space-Telescope (JWST) will reveal this epoch in detail, we can get a jump-start by combining HST’s resolution with the gravitational lensing magnification of massive clusters. Indeed, extensive surveys of galaxy clusters with the HST, including the Cluster Lensing And Supernova survey with Hubble and the Frontier Fields, have
demonstrated the power of strong gravitational lensing to deliver large samples of high-redshift galaxies efficiently (Atek et al. 2015, Bradley et al. 2014). Combining imaging data from the HST and deep integral-field spectroscopic data from MUSE at the VLT, Vanzella et al. (2020) also found a candidate complex Pop. III stars at redshift 6.63, enormously magnified by the galaxy clusters MACSJ0416.

### 6.3.4 Cosmological Applications

Finally, it is impossible not to mention the applications of lensing by galaxies and galaxy clusters in cosmology. There are at least three important reasons that make gravitational lensing an important cosmological tool. First, as we have discussed extensively, the intensity of the gravitational lensing effects is determined by the distances of lenses and sources from the observer. Thus, lensing is strongly dependent on the universe’s geometry, which in turn depends on the values of the cosmological parameters. Second, the ability of galaxies and galaxy clusters to produce lensing effects depends on their internal structure. For example, at fixed mass, lenses that are more concentrated are more efficient at producing strong lensing effects, as their central surface density can more easily exceed $\Sigma_{\text{crit}}$. It is well known that the concentration of dark matter halos depends on cosmology (e.g. Bullock et al. 2001, Dolag et al. 2004, Eke et al. 2001, Navarro et al. 1997). For example, in cosmological models where they form earlier, when the universe’s mean background density is higher, galaxies and galaxy clusters are more concentrated. Third, the abundance of lenses in the universe depends on the epoch of their formation. If galaxies and galaxy clusters form earlier, a larger number of them exists at redshifts between $z \sim 0.2$ and $z \sim 0.6$, where their lensing strength is highest for a population of sources whose redshift distribution peaks at $z \sim 1$. As the formation and the evolution of the cosmic structures are regulated by the content of matter and energy of the universe, which determines how it expands across the cosmic time, the frequency of gravitational lensing events can be used to constrain cosmological parameters such as the contributions to the density parameter by dark matter and dark energy.

We briefly mention some of the cosmological tests based on gravitational lensing by galaxies and galaxy clusters:

- **Time delay cosmography**: Time delays can be measured in gravitational lensing events where variable sources (e.g. quasars or supernovae) are multiply imaged by foreground galaxies or galaxy clusters (Refsdal 1964, Treu et al. 2016, Treu & Marshall 2016). As seen in Sect. 5.8, the total time delay is proportional to the time delay distance, $D_{\Delta t}$, which depends on cosmological parameters (see Sect. 9.5). In particular, it is inversely proportional to the present value of the Hubble constant, $H_0$, which measures the relative rate of expansion of the universe (Sect. 9.4). To sample the light-curves of the individual images accurately, compare them, and measure the time delays, continuous monitoring of the multiple images on time scales of years is required. Projects like the
COSmological MOonitoring of GRAvItational Lenses (COSMOGRAIL) are currently carrying out these measurements from optical light-curves obtained with small but (almost) dedicated telescopes in the northern and southern hemispheres (Bonvin et al. 2019, Eigenbrod et al. 2005, Millon et al. 2020). The goal is to measure individual time delays with an accuracy below 3%. The time delays and the other lensing observables (i.e. the positions of the multiple images, etc.) are fitted simultaneously to measure the lens mass distribution and the cosmological parameters. The success of the technique depends on the availability and size of a suitable sample of lensed quasars or supernovae, precise measurements of the time delays, accurate modeling of the gravitational potential of the main deflector, and the ability to characterize the distribution of mass along the line-of-sight to the source. Indeed, as seen in Sect. 5.9, in presence of an external convergence \( \kappa_{\text{ext}} \), the time delay changes by a factor \( \lambda = (1 - \kappa_{\text{ext}}) \).

Measurement of \( H_0 \) with lensing is highly complementary to other cosmological probes, such as the observations of the Cosmic Microwave Background made by the ESA’s Planck mission (Planck Collaboration et al. 2020) or of type Ia supernovae (SNeIa) calibrated via the distance ladder (Freedman et al. 2012, Riess et al. 2019; 2018; 2016, Sandage et al. 2006). The latest results from these two kinds of probes are in strong tension. The Supernovae, \( H_0 \), for the Equation of State of Dark Energy (SH0ES, Riess et al. 2016) collaboration found a higher value of \( H_0 \) (\( H_0 = 74.03 \pm 1.42 \text{ km s}^{-1} \text{ Mpc}^{-1} \)) compared to Planck (\( H_0 = 67.4 \pm 0.5 \text{ km s}^{-1} \text{ Mpc}^{-1} \)). The \( H_0 \) Lenses in COSMOGRAIL’s Wellspring (H0LiCOW) collaboration recently measured \( H_0 = 73.3^{+1.7}_{-1.8} \text{ km s}^{-1} \text{ Mpc}^{-1} \) in a \( \Lambda \text{CDM} \) cosmology, based on the analysis of six multiply imaged quasars (Wong et al. 2020). Such value is consistent with the measurement of \( H_0 \) from the SH0ES collaboration, confirming a tension between the measurements of \( H_0 \) from observations of the universe at early and late times.

**Strong lensing cosmography:** Strong gravitational lensing can be used to constrain the cosmological parameters through the dependence of deflection angle on the distance ratio \( D_{LS}/D_S \). To illustrate this technique, we consider a simple SIS lens. The Einstein radius, i.e. the angular separation of two multiple images, scales with the velocity dispersion and with the distances between the lens and with the angular diameter distances \( D_S \) and \( D_{LS} \) as \( \theta_E \propto D_{LS}/D_S \sigma_0^2 \). Measuring the Einstein radius from the positions of the multiple images of a source at a given redshift, \( z_S \), provides a measurement of the distance ratio. Unfortunately, this is degenerate with the lens velocity dispersion (and thus with its mass), so that we cannot learn much about cosmology. However, if the multiple images of a second source at a different redshift \( z_{S}' \) are used to obtain a second estimate of the Einstein radius, then the ratio between the two Einstein radii only depends on angular distances, and thus on cosmology. More precisely, such a ratio provides a measurement of the so-called family ratio,

\[
\Xi(z_{LS}, z_S, z_{S}', \Pi) = \frac{D_{LS}}{D_S} \frac{D_S'}{D_{LS}'}, \tag{6.87}
\]
where $\hat{\Pi}$ denotes the ensemble of cosmological parameters. In lenses with complex mass distributions and density profiles that are not isothermal, the family ratio remains degenerate with the mass distribution. Still, the degeneracy can be alleviated if several sources at different redshifts are lensed simultaneously, as it often happens in massive galaxy clusters. For example, Jullo et al. (2010) used a parametric lens inversion method to simultaneously constrain the mass distribution of the cluster Abell 1689 and cosmological parameters such as the contribution of matter to the density parameter, $\Omega_m$, and the dark energy equation of state $w_{DE}$, finding $\Omega_{m,0} = 0.25 \pm 0.05$ and $w_{DE} = -0.97 \pm 0.07$. More recently, Caminha et al. (2016), applying the same method to the galaxy cluster RXCJ2248.7-4431 and assuming a flat cosmology, measured $\Omega_{m,0} = 0.22_{-0.13}^{+0.13}$ and $w_{DE} = -1.07_{-0.42}^{+0.16}$. These values are in agreement with other cosmological probes, (e.g. Planck Collaboration et al. 2020). D’Aloisio and Natarajan (2011) showed that unaccounted structures along the line-of-sight to the lensed sources can introduce biases in the estimate of the cosmological parameters and suggested to combine observations of several clusters to mitigate their effects.

The Supernova “Refsdal,” exploded in a galaxy multiply imaged by galaxy cluster MACS J1149.6+2223 (Kelly et al. 2016; 2015), offered the possibility to obtain time delay measurements in a galaxy cluster. Time delays are generally measured in galaxy scale lenses. Several families of multiple images of distant galaxies are detected in the deep observations of MACSJ1149 with the HST. Thus, for this cluster, the combined dependence of the multiple image positions and time delays on the cosmological parameters allowed to infer the values of $H_0$ and $\Omega_{m,0}$ with a relative (1σ) statistical errors of, respectively, 6% and 31% in flat cosmological models (Grillo et al. 2018).

- **Mass calibration for cluster cosmology:** Galaxy clusters represent the high-mass tail of hierarchical structure formation, which is exponentially sensitive to the growth of cosmic structure. For this reason, the normalization and the redshift evolution of the mass function are very sensitive to cosmological parameters like $\Omega_{m,0}$, $\sigma_8$, and the equation of state of dark energy $w_{DE}$ (Rosati et al. 2002). Galaxy clusters became a key cosmological probe in several past, ongoing, and future surveys (Abbott et al. 2020, Ivezic et al. 2019, Laureijs et al. 2011, Merloni et al. 2012, Planck Collaboration et al. 2014, Vikhlinin et al. 2009). Some of these surveys, conducted at very different wavelengths, will scan large fractions of the whole sky, delivering observations of thousands of galaxy clusters. One example is the Planck mission, whose PSZ2 catalog contains 1653 cluster candidates identified through their Sunyaev–Zel’dovich effect (Planck Collaboration et al. 2014). The mission eRosita will detect 50-100 thousand galaxy clusters and groups of galaxies through the X-ray emission from their intracluster-medium (ICM) (Pillepich et al. 2012). Masses for thousands of clusters cannot be measured by modeling each of them individually because this would require a huge workload. Instead, the masses are estimated through scaling relations between mass and observables that can more easily be accessed,
like the temperature, the pressure, the luminosity of the X-ray emitting ICM (Vikhlinin et al. 2009), the Sunyaev–Zel'dovich effect signal (quantified by the integrated Compton-\(y\) parameter, which is proportional to the line-of-sight integral of the temperature weighted thermal electron density of the ICM) (Planck Collaboration et al. 2014), or the cluster richness (a measure of the number of galaxies associated with the cluster) (Johnston et al. 2007, McClintock et al. 2019, Rozo et al. 2010). To obtain unbiased estimates of the cosmological parameters, it is crucial to calibrate these scaling relations using accurate mass measurements like those that (strong and weak) gravitational lensing can provide. Meneghetti et al. (2010) showed that the mass derived from weak and strong lensing is unbiased on average, although affected by scatter due to projection effects (see also Becker & Kravtsov 2011, Giocoli et al. 2014). We remind that lensing measures the integrated mass along the line-of-sight. Galaxy clusters are probably triaxial objects (Bonamigo et al. 2015, Despali et al. 2017, Jing & Suto 2002, Limousin et al. 2013), whose projected mass in a given aperture can vary significantly along different lines-of-sight. On the contrary, other measures of the cluster mass based on the observation of the X-ray emission of the ICM, the SZE effect, or even the cluster galaxies’ kinematics may be less sensitive to projection effects. Still, they could be affected by significant biases because they rely on the assumption that the ICM or the galaxies are in some sort of equilibrium (hydrostatic or virial) within the cluster potential. Several recent studies compared weak lensing and X-ray or SZE mass estimates to quantify the amplitude of these biases (Hilton et al. 2018, Hoekstra et al. 2015, Miyatake et al. 2019, Penna-Lima et al. 2017, Sereno et al. 2017, Smith et al. 2016, von der Linden et al. 2014).

6.4 Python Applications

6.4.1 Parametric Strong Lensing Mass Reconstruction

In this example, we will use the SIE model to fit some strong lensing observables. The goal is to illustrate how the parametric approach, discussed in Sect. 6.1.5, works.

Simulating a Lens

Let us start by mocking the observation of a lens. For this purpose, we will use the python package LENSTRONOMY\(^1\) (Birrer & Amara 2018). This package is rich in features and well documented. In the following, we took inspiration from one of the jupyter notebooks distributed with the lenstronomy_extensions\(^2\).

\(^1\)https://lenstronomy.readthedocs.io/en/latest/index.html

\(^2\)https://github.com/sibirrer/lenstronomy_extensions
We begin by importing the necessary modules:

```python
import lenstronomy.Util.simulation_util as sim_util
import lenstronomy.Util.image_util as image_util
from lenstronomy.Util import param_util
from lenstronomy.ImgSim.image_model import ImageModel
from lenstronomy.PointSource.point_source import PointSource
from lenstronomy.LensModel.lens_model import LensModel
from lenstronomy.LensModel.Solver.lens_equation_solver import LensEquationSolver
from lenstronomy.LightModel.light_model import LightModel
from lenstronomy.Sampling.parameters import Param
from lenstronomy.Data.imaging_data import ImageData
from lenstronomy.Data.psf import PSF
```

To set up the simulation, we need to specify a few parameters to characterize the mock observation, for example, the noise per pixel, the exposure time, and the size of the output image. In this example, we create a cutout 100 × 100 pixels centered on the lens. The pixel scale is 0.05′′. We assume a Gaussian PSF with FWHM 0.1′′:

```python
# observation parameters:
background_rms = 0.5  # background noise per pixel
exp_time = 100  # exposure time (arbitrary units)
umPix = 100  # number of pixels
deltaPix = 0.05  # pixel size in arcsec

# PSF specification
fwhm = 0.1  # PSF FWHM
kwargs_data = sim_util.data_configure_simple(numPix, deltaPix, exp_time, background_rms)
data_class = ImageData(**kwargs_data)
kwargs_psf = {'psf_type': 'GAUSSIAN',
              'fwhm': fwhm,
              'pixel_size': deltaPix,
              'truncation': 5}
psf_class = PSF(**kwargs_psf)
```

The lens mass distribution is modeled using a SIE model. The lens is characterized by a set of parameters, namely the velocity dispersion \( \sigma_v \), the axis ratio \( f \) and the position angle \( \phi \). The center of the lens is at the origin of the lens plane, i.e. at position \((0, 0)\). For the input lens parameters, we set \( \sigma_v = 200 \) km/s, \( f = 0.7 \), and \( \phi = 45 \) degrees. The lens redshift is \( z_L = 0.3 \). LENSTRONOMY has its own implementation of the SIE model and uses a different definition of ellipticity.
compared to that we used e.g. in Sect. 5.11.1. Indeed, the eccentricity components are related to the parameter $f$ as

$$e_1 = \frac{1-f}{1+f} \cos(2\varphi)$$

$$e_2 = \frac{1-f}{1+f} \sin(2\varphi).$$  

In LENSTRONOMY, the size of the Einstein radius is used to define the lens scale. To compute it using Eq. 5.50, we set the source redshift to be $z_S = 1.5$. We further assume a flat $\Lambda$CDM cosmological model with $\Omega_{m,0} = 0.3$ to compute the angular diameter distances:

```python
# lens parameters
f=0.7
sigmav=200.
pa=np.pi/4.0 # position angle in radians
zl=0.3 # lens redshift
zs=1.5 # source redshift

# lens Einstein radius
from astropy.cosmology import FlatLambdaCDM
go = FlatLambdaCDM(H0=70, Om0 =0.3)
from astropy.constants import c, G
dl=go.angular_diameter_distance(zl)
ds=go.angular_diameter_distance(zs)
dls=go.angular_diameter_distance_z1z2(zl,zs)

# compute the Einstein radius
thetaE=1e6*(4.0*np.pi*sigmav**2/c**2/dls/ds*180.0/np.pi*3600.0).value

# eccentricity computation
e1,e2=(1-f)/(1+f)*np.cos(-2*pa),(1-f)/(1+f)*np.sin(-2*pa)
lens_model_list = ['SIE']
kwargs_sie = {'theta_E': thetaE,
             'center_x': 0,
             'center_y': 0,
             'e1': e1,
             'e2': e2}
kwargs_lens = [kwargs_sie]
lens_model_class = LensModel(lens_model_list=lens_model_list)
```

We model the lens galaxy’s surface brightness distribution using a Sérsic elliptical model, implemented in the LightModel class of LENSTRONOMY. The ellipticity and center of the surface brightness distribution are assumed to be consistent with the mass distribution. The effective radius and the Sérsic index are chosen to be $r_e = 2''$ and $n = 4$, respectively.

We assume the source to be a galaxy hosting a quasar at the center. Its position on the source plane is $(-0.1\theta_E, 0\theta_E)$. The host galaxy is an extended elliptical source and is modeled using a Sérsic profile with $r_e = 0.1''$ and $n = 3$. The eccentricity
components are \( (0.1, 0.01) \). Instead, the quasar is a point source, modeled using the functions provided by the module \texttt{PointSource}.

The piece of code below uses \texttt{LENSTRONOMY} to perform the following operations:

1. It solves the lens equation for the provided source position and lens model. In this step, the source is treated as a point source.
2. It computes the lensed fluxes of the quasar and also adds some fluctuations mimicking microlensing in the lens galaxy.
3. It creates the images of lens and source, adding noises that affect observations and including the effects of the PSF.
4. It produces a simulated observation of the lensing event.

```python
# create the light model for the lens (SERSIC_ELLIPSE)
lens_light_model_list = ['SERSIC_ELLIPSE']
kwargs_sersic = {'amp': 3500, # flux of the lens (arbitrary units)
                 'R_sersic': 2., # effective radius
                 'n_sersic': 4, # sersic index
                 'center_x': 0, # x-coordinate
                 'center_y': 0, # y-coordinate
                 'e1': e1,
                 'e2': e2}
kwargs_lens_light = [kwargs_sersic]
lens_light_model_class = LightModel(light_model_list=lens_light_model_list)

# create the light model for the source (SERSIC_ELLIPSE)
source_model_list = ['SERSIC_ELLIPSE']
# set the position of the source
ra_source, dec_source = -0.1*thetaE, thetaE
kwargs_sersic_ellipse = {'amp': 4000.,
                        'R_sersic': .1,
                        'n_sersic': 3,
                        'center_x': ra_source,
                        'center_y': dec_source,
                        'e1': 0.1,
                        'e2': 0.01}
kwargs_source = [kwargs_sersic_ellipse]
source_model_class = LightModel(light_model_list=source_model_list)

# solve the lens equation and find the image positions
# using the LensEquationSolver class of Lenstronomy.
lensEquationSolver = LensEquationSolver(lens_model_class)
x_image, y_image = lensEquationSolver.image_position_from_source(ra_source, dec_source, kwargs_lens,
                                                                   min_distance=deltaPix,
                                                                   search_window=search_window=numPix * deltaPix,
                                                                   precision_limit=1e-10, num_iter_max=100,
                                                                   arrival_time_sort=True,
```


6.4 Python Applications

```python
initial_guess_cut=True,
verbose=False,
x_center=0,
y_center=0,
num_random=0,
non_linear=False,
magnification_limit=None)

# compute lensing magnification at image positions
mag = lens_model_class.magnification(x_image, y_image,
kwars=kwars_lens)
mag = np.abs(mag)  # ignore the sign of the magnification

# perturb observed magnification due to e.g. micro-lensing
# the noise is generated from a normal distribution
# with mean `mag` and standard deviation 0.5
mag_pert = np.random.normal(mag, 0.5, len(mag))

# quasar position in the lens plane
kwars_ps = [{'ra_image': x_image,
             'dec_image': y_image,
             'point_amp': point_amp}]

point_source_list = ['LENSED_POSITION']
point_source_class =
PointSource(point_source_type_list=point_source_list,
            fixed_magnification_list=[False])

# create the simulated observation of lens and (lensed)
# source
kwars_numerics = {'supersampling_factor': 1,
                   'supersampling_convolution': False}

# imageModel includes the details of the instrument, psf, lens,
# and source models
imageModel = ImageModel(data_class, psf_class, lens_model_class,
                        source_model_class,lens_light_model_class,point_source_class,
                        kwars_numerics=kwars_numerics)

# now, the simulated image is saved in image_sim
image_sim = imageModel.image(kwargs_lens, kwargs_source,
                             kwargs_lens_light, kwargs_ps)

# add noise and background
poisson = image_util.add_poisson(image_sim, exp_time=exp_time)
bkg = image_util.add_background(image_sim, sigma_bkd=background_rms)
image_sim = image_sim + bkg + poisson
```

The resulting simulated image is shown in Fig. 6.6. The host galaxy is distorted to form a broken Einstein ring. The quasar has four images, whose positions are indicated with yellow filled circles. We will use these images as constraints to determine the mass distribution of the lens.
**Lens Modeling**

To begin, we only use the positions of the multiple images of the quasar as constraints to model the lens galaxy. In a realistic situation, these positions, measured on the astronomical image, are affected by some uncertainty. We mimic a positional error by adding a small scatter (0.015″) to the true image positions stored in the variables `x_image` and `y_image`:

```python
mu, sigma = 0, 0.015  # mean and standard deviation
s1 = np.random.normal(mu, sigma, len(x_image))
s2 = np.random.normal(mu, sigma, len(y_image))
x1_ima = x_image + s1
x2_ima = y_image + s2
```

Now, we can start the fitting process and attempt to recover the input parameters of the lens. Instead of using the SIE model implementation of LENSTRONOMY, we use the `sie_lens` class introduced in Sect. 5.11.1.

We make a guess about the lens parameters ($\sigma_v = 180$ km/s, $f = 0.3$, and $\varphi = 40$ degrees) and use the lens equation to map the images onto the source plane:

```python
# function that calculates the source positions of an ensemble
# of point images
def guess_source(sie_m, x1_ima, x2_ima):
    # calculate the deflection angle at the image positions
    phi = np.arctan2(x2_ima, x1_ima)
    a1_ima, a2_ima = sie_m.alpha(phi - sie_m.pa)
    # apply rotation by the lens position angle
    a1_ima = a1_ima * np.cos(sie_m.pa) - a2_ima * np.sin(sie_m.pa)
    a2_ima = a1_ima * np.sin(sie_m.pa) + a2_ima * np.cos(sie_m.pa)
    # use lens equation to find source positions
    y1_ima = x1_ima - a1_ima
    y2_ima = x2_ima - a2_ima
    return y1_ima, y2_ima

# first guess for the lens model: assuming $\sigma_v=180$ km/s,
# $f=0.3$, and $\varphi=40$ degrees
sie_m = sie_lens(co, sigma=180.0, zl=0.3, zs=2.0, f=0.3, pa=40.0)

# calculate the source positions using the model
y1_ima, y2_ima = guess_source(sie_m, x1_ima/sie_m.theta0, x2_ima/sie_m.theta0)
```

We find four different source positions, one for each quasar image, because the lens model is not the correct one. The orange stars indicate these in the left panel of Fig. 6.10. The tangential caustic and the lens model cut are marked with solid and dashed lines, respectively.
We may assume that the best guess for the quasar unlensed position, given this lens model, is the mean position of these four sources, indicated by the blue star. We can now map this source back to the lens plane by solving the lens equation:

\[
x_m, \phi_m = \text{sie}_m.\text{phi}_\text{ima}(y_1_m, y_2_m, \text{checkplot}=\text{False}, \text{verbose}=\text{False})
\]

\[
x_{1,\text{ima}}_m = x_m \times \text{np}.\cos(\phi_m)
\]

\[
x_{2,\text{ima}}_m = x_m \times \text{np}.\sin(\phi_m)
\]

In the central panel of Fig. 6.10, the model-predicted image positions of the quasar are shown as red dots. The green dots indicate the observed positions of the quasar images, instead. As discussed in Sect. 6.1.5, to perform the image-plane optimization, we need to construct a cost function to compare the observed and the model-predicted image positions. We proceed as follows. For each observed image of the quasar, we find the closest model-predicted image. Then, we measure the distance between the two positions. Such distances are visualized as blue sticks in the central panel of Fig. 6.10.

The next step consists of exploring the parameter space looking for the combination of \( \sigma_v, f, \) and \( \varphi \) that minimizes these distances. As done in Sect. 4.9.2, we use the package \texttt{lmfit} for this purpose. The cost function implemented below returns an array of differences between data and model. This is inconsistent with the formula in Eq. 6.7. However, note the sum of the squares of the array will be sent to the fitting function. This is how the \texttt{minimize} function works.

```python
import lmfit

# parameter set for the initial guesses. For each parameter
# we indicate also the range of values where the solution will
# be searched (e.g. sigma_v is initially set to 130 km/s and
# the range is between 50 and 300 km/s)

p = lmfit.Parameters()
p.add_many(('sigmav', 130., True, 50, 300),
           ('f', 0.8, True, 0.2, 1.0),
           ('pa', 45.0, True, 20., 60.))

# implementation of the cost function:
# returns the distances between observed and model predicted
# image positions.

def cost_function(p,x1_ima,x2_ima,sigma_ima):
    sie_m=\text{sie}_\text{len}c(\text{co}, \text{sigmav}=p[\text{\textquotesingle}\text{sigmav}\text{\textquotesingle}],
                             \text{zl}=0.3, \text{zs}=2.0,
                             \text{f}=p[\text{\textquotesingle}f\text{\textquotesingle}], \text{pa}=p[\text{\textquotesingle}pa\text{\textquotesingle}])
    y1_ima,y2_ima =\text{guess_source}(\text{sie}_m, x1_ima/sie_m.\text{theta0}, x2_ima/sie_m.\text{theta0})
    y1_m=y1_ima.mean()
    y2_m=y2_ima.mean()
    x_m,phi_m=\text{sie}_m.\text{phi}_\text{ima}(y1_m, y2_m, \text{checkplot}=\text{False},
                                         \text{verbose}=\text{False})
    x_{1,\text{ima}}_m=x_m \times \text{np}.\cos(\phi_m) \times \text{sie}_m.\text{theta0}
    x_{2,\text{ima}}_m=x_m \times \text{np}.\sin(\phi_m) \times \text{sie}_m.\text{theta0}
    \text{imod}=[]
    \text{for} \; i \; \text{in} \; \text{range}(\text{len}(x_{1,\text{ima}})):
    \text{imod}+=\text{[(x_{1,\text{ima}}_m[i]-x_{1,\text{ima}})[2]**2, (x_{2,\text{ima}}_m[i]-x_{2,\text{ima}})[2]**2]}]
    \text{return} \; \text{np}.\sqrt{\sum_{i=0}^{\text{len}(\text{imod})} \text{imod}[i][2]}
```
Fig. 6.10 Visualization of the several steps involved in the parametric reconstruction of the lens in Fig. 6.6. The algorithm implements the image-plane optimization procedure. Left panel: using a guess model, the multiple images of the quasar are mapped onto the source plane (yellow stars). The mean of their positions (blue star) is used as a guess for the source position. The solid gray curves indicate the caustic and the cut of the lens model, respectively. The dashed curves give true caustic and cut. Central panel: solving the lens equation, the blue star images are found (red circles) and compared to the observed image positions of the quasar (orange circles). The blue sticks show the distances between each quasar image and the closest model-predicted image. Right panel: by minimizing the distances between the model-predicted and the observed quasar positions, the best combination of lens parameters is found. The solid gray curves in the central and in the right panels are the lens model’s critical lines before and after optimization, respectively. The dashed gray line gives the true lens critical line in both panels.

```python
d=(x1_ima[i]-x1_ima_m)**2+(x2_ima[i]-x2_ima_m)**2
imod.append(np.argmin(d))
res1=(x1_ima_m[imod]-x1_ima)/sigma_ima
res2=(x2_ima_m[imod]-x2_ima)/sigma_ima
return res1, res2
```

We assume that the error on each image position ($\sigma_{ima}$) is 0.015′′. The minimization returns the following values for the best-fit model parameters: $\sigma_v = 200.52$ km/s, $f = 0.69$, $\varphi = 46.15$ degrees. With these parameters, the model-predicted image positions match very well the observed image positions, as shown in the right panel of Fig. 6.10. The reduced $\chi^2$ of the fit is 0.98.

Finally, using the emcee package, we calculate the posterior probability distributions for the parameters and estimate the errors. We can visualize them using the corner package (Foreman-Mackey 2016), as shown in Fig. 6.11. The medians of the probability distributions and a 1σ quantile, estimated as half the difference between the 16th and 84th percentiles, are printed above the 1D-histograms showing the marginalized distributions. Note that when using the minimize function with the emcee method, the cost function has been redefined such as to return a float value,
Fig. 6.11  Corner plot showing the posterior probability distributions of the model parameters based on the positions of the multiple images of the lensed quasar shown in Fig. 6.6. The medians and the 16th and 84th percentiles of the marginalized distributions for the velocity dispersion ($\sigma_v$), axis ratio ($f$), and position angle ($\varphi$) are quoted and shown as solid and dashed vertical lines in each histogram.

i.e. the $\chi^2$, as specified by setting float_behavior='chi2' in the function call:

```python
# redefine the cost function such that it returns the chi2
def chi2(p,x1_ima,x2_ima):
    d1,d2=cost_function(p,x1_ima,x2_ima)
    return np.sqrt(d1**2+d2**2)

# call the minimize function using the method 'emcee' and
# the cost function chi2. We choose to run 1000 steps of MCMC
# and to set the ‘burn-in’ steps to 300
```
Using More Constraints

If additional constraints are available, they can be included in the cost function. For example, we may use the information derived from the fluxes of the multiple images. While creating the mock lens, the magnification factors of the quasar images (with some perturbations) were stored in the variable `mag_pert`. Instead of fitting the fluxes (which would imply adding another free parameter, namely the intrinsic quasar flux), we opt here for fitting the flux ratios between the images. In particular, we choose to compute the fluxes relative to the first image. Note that, when we used the `LensEquationSolver` class of `LENSTRONOMY`, we requested to sort the multiple images by their arrival time by setting the keyword `arrival_time_sort=True`. The flux ratios are then computed as

\[ fr_{ima} = \frac{mag_{pert}}{mag_{pert}[0]} \]

The cost function which also accounts for the measured flux ratios can be written as follows:

```python
def cost_with_flux_ratios(p,x1_ima,x2_ima,fr_ima,sigma_ima,sigma_fr):
    sie_m = sie_lens(co,sigmav=p['sigmav'],zl=0.3,zs=2.0,
                     f=p['f'],pa=p['pa'])
    y1_ima,y2_ima = guess_source(sie_m, x1_ima/sie_m.theta0,
                                 x2_ima/sie_m.theta0)
    y1_m = y1_ima.mean()
    y2_m = y2_ima.mean()
    x_m,phi_m = sie_m.phi_ima(y1_m,y2_m,checkplot=False,
                              verbose=False)
    x1_ima_m = x_m*np.cos(phi_m)*sie_m.theta0
    x2_ima_m = x_m*np.sin(phi_m)*sie_m.theta0
    mu_ima_m = sie_m.mu(x_m,phi_m)
    imod = []
```
for i in range(len(x1_ima)):
    d=(x1_ima[i]-x1_ima_m)**2+(x2_ima[i]-x2_ima_m)**2
    imod.append(np.argmin(d))
# compute the flux ratios
m_ord=np.abs(mu_ima_m[imod])
fr_ima_m=m_ord/m_ord[0]

# compute differences between model and data
res1=(x1_ima_m[imod]-x1_ima)/sigma_ima
res2=(x2_ima_m[imod]-x2_ima)/sigma_ima
res3=(fr_ima_m-fr_ima)/sigma_fr
return res1, res2, res3

where sigma_fr are the errors on the flux ratio measurements. Repeating the fitting procedure outlined above using this cost function slightly improves the accuracy and precision of the fit. The estimated parameters are $\sigma_v = 200.40^{+0.49}_{-0.51}$, $f = 0.72^{+0.01}_{-0.01}$, and $\phi = 44.91^{+0.34}_{-0.35}$.

We can also combine constraints from other families of multiple images. For example, the blue circles in Fig. 6.12 show the two images of a second source at $z_S = 4$, which can be used in combination with the four images of the quasar indicated again with the orange circles. Let us assume that the observed positions of these additional multiple images are stored in the arrays $x_1_{ima2}$, $x_2_{ima2}$. We can proceed as follows:

```python
# pack positions and errors of all images of the first and the second source into lists
x1_allima = [x1_ima,x1_ima2]
x2_allima = [x2_ima,x2_ima2]
sigma_allima = [sigma_ima,sigma_ima2]

# here is the new cost function: iterate over families of multiple images to compute the differences between the data and model

def cost_with_morefamilies(p,x1_allima,x2_allima,
sigma_allima,zs_fam):
    res1=[]
    res2=[]
    # loop over image families
    for j in range(len(x1_allima)):
        sie_m=sie_lens(co,sigmav=p['sigmav'],
zl=0.3,zs=zs_fam[j],
f=p['f'],pa=p['pa'])
x1_ima=x1_allima[j]
x2_ima=x2_allima[j]
sigma_ima=sigma_allima[j]
        # compute the source position
        y1_ima,y2_ima = guess_source(sie_m,
x1_ima/sie_m.theta0,
```
Fig. 6.12  Representation of a so-called compound lens. In this simulation, we used the same lens shown in Fig. 6.6. In addition to the four images of a quasar at redshift $z_S = 2$ (orange circles), the lens produces two images of another source at redshift $z_{S2} = 4$. These two families of multiple images are used to perform the lens inversion. After optimizing in the image plane, the model-predicted image positions are shown with gray crosses.

```python
# compute the images
x_m,phi_m=sie_m.phi_ima(y1_m,y2_m,
    checkplot=False,
    verbose=False)
x1_ima_m=x_m*np.cos(phi_m)*sie_m.theta0
x2_ima_m=x_m*np.sin(phi_m)*sie_m.theta0
# associate the predicted images to the observed ones by using the distance
imod=[]
for i in range(len(x1_ima)):
    d=(x1_ima[i]-x1_ima_m)**2+(x2_ima[i]-x2_ima_m)**2
    res1.append((x1_ima_m[np.argmin(d)]-x1_ima[i])/sigma_ima[i])
    res2.append((x2_ima_m[np.argmin(d)]-x2_ima[i])
```

```python
/\sigma_ima[i]

return np.array(res1), np.array(res2)

# we specify the redshift of the two families of multiple images
zs_fam=[2.0, 4.0]

# minimize the cost function using lmfit.minimize
mi = lmfit.minimize(cost_with_morefamilies, p,
                     method='powell',
                     args=(x1_allima, x2_allima,
                            sigma_allima, zs_fam))
```

The gray crosses in Fig. 6.12 show the model-predicted positions of the multiple images after optimization in the image plane. The model and the lens’s true critical lines are given by the solid and dashed curves, respectively. The agreement between the model and the truth seems very good.

**Optimization in the Source Plane**

The optimization in the image plane is often computationally demanding because it requires to find the solutions of the lens equation at each iteration and for each family of multiple images. An alternative and faster approach consists of finding the best combination of model parameters that minimize the scatter between the predicted source positions obtained by de-lensing each family of multiple images. As said in Sect. 6.1.5, this process is called optimization in the source plane and it is illustrated in Fig. 6.13. The figure is similar to the left panel of Fig. 6.10. The yellow stars are the positions of the quasar’s multiple images mapped onto the source plane using the lens model. The red star is the average of the positions of the four yellow stars. The blue sticks show the distances between the yellow and red stars. After optimization, the four yellow stars are brought very close to each other and the red star.

We can implement the optimization in the source plane very easily by writing the appropriate cost function (e.g. see Eq. 6.11). For example,

```python
def cost_sp(p, x1_allima, x2_allima):
    sie_m=sie_lens(co, sigmav=p['sigmav'], zl=0.3, zs=2.0, f=p['f'], pa=p['pa'])
    res1=[]
    res2=[]
    # loop over image families
    for j in range(len(x1_allima)):
        x1_ima=x1_allima[j]
        x2_ima=x2_allima[j]
        # compute the source position
        y1_ima, y2_ima = guess_source(sie_m,
                                       x1_ima/sie_m.theta0,
                                       x2_ima/sie_m.theta0)
        y1_m=y1_ima.mean()
```
Fig. 6.13 Optimization in the source plane. Left panel: as in the left panel of Fig. 6.10, the positions of the four images of the quasar, mapped onto the source plane using the guessing model, are given by the yellow stars. The mean of these positions is given by the red star instead. We compute the distances between the yellow and the red stars, here indicated by the blue sticks. Right panel: by minimizing these distances, we find the best combination of parameters fitting the data. After optimization, the four yellow stars are brought very close to the red star. The model-predicted and the true lens caustics are shown with solid and dashed curves in both the left and the right panels.

```python
y2_m = y2_ima.mean()
# compute distances and pack them into two arrays
for i in range(len(x1_ima)):
    res1.append(y1_ima[i] - y1_m)
    res2.append(y2_ima[i] - y2_m)
return np.array(res1), np.array(res2)
```

Note that the returned distances `res1` and `res2` are not weighted by the errors on the image positions on the source plane. The estimate of these errors is tricky, because it involves the calculation of the magnification factor of each image. The magnification diverges near the critical lines. We encourage the interested readers to modify the cost function above to include the errors.

### 6.4.2 Parametric Weak Lensing Mass Measurement

This example shows how the mass of a galaxy cluster can be estimated by fitting with analytical models the profiles of the tangential ellipticities obtained from the weak lensing analysis.

**Weak Lensing Measurements**

We consider the very unrealistic situation represented in Fig. 6.7. The sources are circular and distributed on a regular grid on a single plane at $z_s = 1$. They all have Sérsic brightness profiles with parameters $n = 1$ and $r_e = 1''$. 

To lens each source, we perform a full ray-tracing simulation, as shown in the example in Sect. 3.7.6. However, in this case, we use a dPIE potential for the lens. This lens model can be easily implemented using the equations in Sect. 5.5.2. The lens velocity dispersion is $\sigma_v = 1200$ km/s. The core radius is $r_{\text{core}} = 2''$ and the cut radius is $r_{\text{cut}} = 1000''$. The lens major axis points at 45 degrees from the $\theta_1$ axis. Finally, the lens axis ratio is $q = 0.8$.

We begin by measuring the ellipticity of each source. The methods discussed in Sect. 6.2.2 are implemented in the `image_fit` class. An instance of the class is created using an image in the form of a `numpy.array` and a threshold value $I_{th}$ which sets the source boundary (see Eq. 6.47). The centroid and the quadrupole moments of the surface brightness are measured using discrete versions of Eqs. 6.41 and 6.42. The components of the ellipticity are then obtained from Eqs. 6.45:

```python
class image_fit(object):
    ""
    Measure image ellipticity and centroid from its
    surface brightness distribution
    ""

def __init__(self, img, ith=0):
    ""
    Input:
    - img = image to be analyzed
    - ith = threshold defining the source boundaries
    ""
    self.img = img
    self.ith = ith
    # use only pixels above threshold
    isel = img > ith
    self.img_sel = self.img[isel].flatten()
    # compute array of pixel coordinates
    theta1 = np.linspace(0, img.shape[0] - 1, img.shape[0])
    theta2 = np.linspace(0, img.shape[0] - 1, img.shape[0])
    x_, y_ = np.meshgrid(theta1, theta2)
    self.r = np.stack((x_[isel].flatten(), y_[isel].flatten()), axis=1)
    # compute total flux, centroid, and quadrupole moments
    self.flux = self.img_sel.sum()
    self.c = self.centroid()
    self.Q = self.quadrupoles()

    def centroid(self):
        ""
        Centroid calculation
        ""
        c = [np.sum(self.img_sel * self.r[:, i]) / np.sum(self.img_sel)
             for i in range(2)]
        return c

    def quadrupoles(self):
        ""
        Quadrupole moments
```

Let us assume that the images of each lensed source are stored in a list `image_list` of images of size $(N_{pix}, N_{pix})$. In each image, a single source is present. We process all images to obtain the measurements of the ellipticity components ($\epsilon_1, \epsilon_2$), as well as the centroid coordinates of each lensed source:

```python
Let us assume that the images of each lensed source are stored in a list `image_list` of images of size $(N_{pix}, N_{pix})$. In each image, a single source is present. We process all images to obtain the measurements of the ellipticity components ($\epsilon_1, \epsilon_2$), as well as the centroid coordinates of each lensed source:

```
The ellipticity components ($\epsilon_1, \epsilon_2$), stored in the lists $e_1$ and $e_2$, can be converted into the tangential and the cross components of the ellipticity using Eqs. 6.50 and 6.51:

\[
\varphi = \arctan2(c_2, c_1)
\]

\[
e_t = -(e_1 \cdot \cos(2\varphi) + e_2 \cdot \sin(2\varphi))
\]

\[
ex = (e_2 \cdot \cos(2\varphi) - e_1 \cdot \sin(2\varphi))
\]

These are shown as blue circles and green crosses in Fig. 6.8, where they are also compared to the true values of the tangential and cross components of the reduced shear at the position of each lensed source. The values are plotted as a function of the cluster-centric distance $\theta$. In this example, we assume that the error on each ellipticity measurement $\sigma_{et}$ is constant. In more realistic cases, the errors on the measurements of the ellipticity components $\epsilon_1$ and $\epsilon_2$ can be expressed in terms of the errors on the quadrupole moments $Q_{ij}$, which depend on the sky brightness and on the shot-noise due to the source (see e.g. Appendix A of Hoekstra et al. 2000).

**Fit of the Tangential Shear Profile**

To estimate the lens’s mass, we can fit the tangential shear profile using some parametric model. For example, if we assume that an NFW density profile well describes the mass distribution of the cluster, then, under the assumption of circular symmetry, we can use Eqs. 5.21, 5.117, and 5.116 to write a fitting function for the reduced shear. The following code shows the implementation of the class `nfwcirc`:

```python
class nfwcirc(object):
    
    class circular NFW lens
    
    def __init__(self, co, zl=0.3, zs=2.0, c200=4.0, m200=1e15):
        
        Initialize the nfwcirc object
        
        self.co = co # cosmological model
        self.zl = zl # lens redshift
        self.zs = zs # source redshift
        self.m200 = m200 # Mass of the lens
        self.c200 = c200 # concentration of the lens

        # compute rhos
        self.rhos = 200./3.*
            (self.co.critical_density(self.zl).to('Msun/Mpc3'))*
            self.c200**3/
            (np.log(1.+self.c200)-self.c200/
             (1.0+self.c200))
```
# compute r200 and rs
f200 = 4./3.*np.pi*200.*
self.co.critical_density(self.zl).to('Msun/Mpc3').value
self.r200 = (self.m200/f200)**(1./3.)
self.rs = self.r200/self.c200

# compute the angular diameter distances:
self.dl = self.co.angular_diameter_distance(self.zl)
self.ds = self.co.angular_diameter_distance(self.zs)
self.dls = self.co.angular_diameter_distance_z1z2(self.zl, self.zs)

# surface critical density:
sf200 = self.ks = self.sigma_crit()

self.ks = self.rhos.value * self.rs / self.sc

def sigma_crit(self):
    ""
    Function to compute the critical surface density
    ""
    c2G = (const.c ** 2 / const.G).to(units.Msun / units.Mpc)
    factor = c2G / (4 * np.pi)
    return (factor * (self.ds / (self.dl * self.dls))).value

def kappap(self, r):
    ""
    Convergence at radius r [Mpc].
    ""
    x = r/self.rs
    fx = np.piecewise(x, [x > 1., x < 1., x==1.],
                      [lambda x: (1 - (2.0 / np.sqrt(x * x - 1.) *
                                  np.arctan(np.sqrt((x - 1.) / (x + 1.))))/ (x**2 - 1),
                         lambda x: (1 - (2.0 / np.sqrt(1. - x * x) *
                                  np.arctanh(np.sqrt((1.- x) / (1. + x)))))/ (x**2 - 1),
                         0.])
    kappa = 2.0 * self.ks * fx
    return kappa

def massp(self, r):
    ""
    Dimensionless mass at radius r [Mpc]
    ""
    x = r/self.rs
    fx = np.piecewise(x, [x > 1., x < 1., x==1.],
                      [lambda x: (2.0 / np.sqrt(x * x - 1.) *
                                  np.arctan(np.sqrt((x - 1.) / (x + 1.))))],
                      lambda x: (2.0 / np.sqrt(1. - x * x) *
The function `redshearp` was used to fit the blue data-points in Fig. 6.8 (employing the same method used in the previous examples). The input parameters are the logarithm of the mass $M_{200}$ (i.e. the mass within a sphere enclosing a mean over-density equal to 200 times the critical density of the universe) and the concentration $c_{200}$. 

```python
def residuals(p,co,zl,zs,r_as,e,err):
    
    The cost function to be minimized: it returns the differences between the model predicted and the measured source ellipticities

    # given a set of parameters (c200 and logm200),
    # create an instance of the nfwcirc class
    nc=nfwcirc(co,zl=zl,zs=zs,c200=p['c200'],m200=10**p['logm200'])
    # convert arcseconds to Mpc
    r = r_as/180.0/3600.0*np.pi*nc.dl.value
    # compute the reduced shear at the distances of each
    # source from the lens center
    gmodel = nc.redshearp(r)
    # calculate the difference between data and model
    res = (e - gmodel)/err
    return res

import lmfit

# initial guesses
p = lmfit.Parameters()
p.add_many(('
c200', 4.0,True, 0.01,30.0), ('logm200', 15, True, 14, 16))
```
The dotted blue line gives the best-fit reduced shear profile in Fig. 6.8. The best-fit parameters are $\log_{10}(M_{200}) \sim 15$ and $c_{200} \sim 5.2$. For comparison, the true mass of the lens is $\log_{10}(M_{200,true}) = 15.04$. It is not surprising that the fit is not perfect. Indeed, we used a dPIE lens to simulate the lensing distortions, not an NFW lens. Note that, even in realistic cases, the true shape of the lens density profile is unknown! Besides, the lens is not circular, which is why the data-points are not perfectly aligned.

The data to be fit is much noisier in more realistic cases than shown in Fig. 6.8. Indeed, as discussed in Sects. 6.2.6, galaxies are not intrinsically circular and not at the same redshift. They are typically faint objects, with irregular morphologies, immersed in a noisy background. Besides, their images are smeared and distorted by the PSF.

### 6.4.3 The Kaiser-Squires Inversion Algorithm

In this example, we discuss the implementation of the Kaiser and Squires (1993) inversion algorithm discussed in Sect. 6.2.5.

We consider a more complex lens compared to the previous examples. It is composed of two mass clumps described by dPIE models. The first represents a massive galaxy cluster with velocity dispersion $\sigma_v = 1200$ km/s positioned at the center of the field-of-view; the second is $\sigma_v = 800$ km/s companion, which is located approximately 300 arcsec away from the first lens. Their redshift is $z_L = 0.5$. The maps of the convergence and the two shear components for source redshift $z_S = 1$ are shown in Fig. 6.14. The maps are $128 \times 128$ pixel and cover a field-of-view of $1800 \times 1800$ arcsec.

The algorithm is as follows:

- We compute the Fourier transforms of the two components of the shear, $\tilde{\gamma}_1$ and $\tilde{\gamma}_2$. We use zero-padding to limit the artifacts due to boundary periodic conditions.
Fig. 6.14  Convergence and shear maps of the lens used in the example in Sect. 6.4.3. The field-of-view is 1800 × 1800 arc s

- We multiply $\tilde{\gamma}_1$ and $\tilde{\gamma}_2$ by the functions

$$
\tilde{D}_1 = \frac{k_1^2 - k_2^2}{k^2},
$$

(6.89)

$$
\tilde{D}_2 = \frac{2k_1k_2}{k^2},
$$

(6.90)

as shown in Eq. 6.70. We obtain the Fourier transform of the convergence, $\tilde{\kappa}$.

- Finally, we compute the inverse Fourier transform of $\tilde{\kappa}$ to obtain the convergence map $\kappa$.

The Fourier transforms are computed using the `scipy.fftpack` package. The functions employed for zero-padding and cropping the maps were introduced in Sect. 2.5.2:

```python
import scipy.fftpack as fftengine

def KS93(g1, g2):
    
    Implementation of the KS93 algorithm:
    :parameters: g1, g2 - maps of the shear components
    :returns: kappa - convergence map
    
    # zero-padding of the shear maps
    g1_pad=gpad(g1)
    g2_pad=gpad(g2)

    # computation of the kernel on the grid
    D1,D2=kernel(g1_pad.shape[0])

    # Fourier transforms of the shear components
    g1ft = fftengine.fftn(g1_pad)
```
```python
g2ft = fftengine.fftn(g2_pad)

# computation of the FT of the convergence
kappaft=D1*g1ft+D2*g2ft

# inverse FT to obtain the convergence map
kappa=fftengine.ifftn(kappaft)

# return the map cropping out the zero padded region
return mapcrop(kappa.real,g1.shape[0])

def kernel(n):
    ""
    implement the kernel function D:
    :parameters: n - size of the grid (assumed to be a square grid of size n x n)
    :returns: D1, D2
    ""
    kx,ky = np.meshgrid(fftengine.fftfreq(n),fftengine.fftfreq(n))
    norm=(kx**2+ky**2+1e-12)
    D1=(kx**2-ky**2)/norm
    D2=2*kx*ky/norm
    return(D1,D2)

def gpad(gmap):
    ""
    Zero pad the input map
    :returns: zero-padded convergence map
    ""
    def padwithzeros(vector, pad_width, iaxis, kwargs):
        vector[:pad_width[0]] = 0
        vector[-pad_width[1]:] = 0
        return vector
    return np.lib.pad(gmap, 2*gmap.shape[0],padwithzeros)

def mapcrop(inmap,n):
    ""
    Crop the map by removing the region added for zero padding
    :param inmap: input map to be cropped (e.g. the lensing potential
    :return: outmap - cropped map
    ""
    xmin=int(inmap.shape[0]/2-n/2)
    ymin=int(inmap.shape[1]/2-n/2)
    xmax=int(xmin+n)
    ymax=int(ymin+n)
    outmap=inmap[xmin:xmax,ymin:ymax]
    return(outmap)
```
To compute the convergence map, we call the function \texttt{KS93}, passing the shear components \(\gamma_1\) and \(\gamma_2\):

\[
\kappa = \texttt{KS93}(\gamma_1, \gamma_2)
\]

Unfortunately, it is not that simple. For instance, we cannot measure \(\gamma_1\) and \(\gamma_2\). Instead, we can use the galaxy ellipticities to estimate the reduced shear components, \(g_1\) and \(g_2\).

Kaiser (1995) and Seitz and Schneider (1996) generalized the Kaiser and Squires inversion to the non-linear regime, by solving the integral equation obtained from Eq. 6.71 by replacing \(\gamma\) by \((1 - \kappa)g\):

\[
\kappa(\vec{\theta}) = \frac{1}{\pi} \int \left[ D_1(\vec{\theta} - \vec{\theta}')g_1(\vec{\theta}')[1 - \kappa(\vec{\theta}')] + D_2(\vec{\theta} - \vec{\theta}')g_2(\vec{\theta}')[1 - \kappa(\vec{\theta}')] \right] d^2\theta'.
\]  
(6.91)

The integral can then be solved through an iterative approach. We begin with setting \(\kappa = 0\) inside the integral and obtain a first convergence map. In the next iteration, this map is inserted in the integral, and a new solution is found. After a few iterations, the result becomes stable, and the procedure returns the final convergence map:

```python
# compute the reduced shear maps to be fed into KS93:
g1 = gamma1 / (1.0 - kappa)
g2 = gamma2 / (1.0 - kappa)

# initial guess for the convergence:
kappa = 0
kiter = np.zeros((npix, npix))

# we display the maps at each iteration in a row of figures
fig, ax = plt.subplots(1, 5, figsize=(20, 10), sharey=True,
gridspec_kw={'wspace': 0})
for iteray in range(5):
    k_new = KS93(g1*(1.-kiter), g2*(1.-kiter))
    # we assume that k_new > 0
    kiter = k_new - k_new.min()
    # visualize the map
    ax[iteray].imshow(np.sqrt(kiter), origin='low', vmax=kiter.max()*0.7,
cmap='cubehelix')

# figure cosmetics
ax[iteray].set_xlabel('pixel', fontsize=20)
if iteray == 0:
    ax[iteray].set_ylabel('pixel', fontsize=20)
ax[iteray].text(20, 110, 'Iter.' + str(iteray+1), color='yellow',
fontsize=20)
ax[iteray].xaxis.set_tick_params(labelsize=20)
ax[iteray].yaxis.set_tick_params(labelsize=20)
```
The results of after five iterations are shown in Fig. 6.15. From the left to the right, we can notice how the reconstruction improves until we obtain a map that looks very similar to that in the left panel of Fig. 6.14. Note that the convergence map returned by the function $KS_{93}$ is re-scaled by shifting its minimum to zero at each iteration. This avoids non-physical negative convergence values. Given that the convergence decreases toward the boundaries of the field-of-view, this is equivalent to assuming that the convergence is zero at large distance from the lens center. This is possible way to break the mass-sheet degeneracy.

References


References


In a universe dominated by cold dark matter (CDM), structure formation occurs hierarchically. Collapsed objects grow via the merging of smaller objects until the most massive galaxy clusters form. Cosmological simulations show that these clusters are located at the intersections of filaments, which form a web-like structure called “Cosmic Web.” This filament structure acts as a huge gravitational lens, inducing tiny distortions on distant galaxies’ shapes. It also causes multiple deflections of photons that emerged from the last scattering surface, constituting the Cosmic Microwave Background (CMB). In this chapter, we discuss the propagation of light through an in-homogeneous universe. We introduce cosmic shear, and we illustrate its application as a probe of cosmology. Finally, we describe how gravitational lensing by large-scale structure affects the appearance of the CMB temperature fluctuations and polarization.

7.1 Light Propagation Through an In-homogeneous Universe

7.1.1 Deflection of Light

In unperturbed space–time, light travels along null geodesic lines of the symmetric, homogeneous, and isotropic Friedmann–Lemaitre–Robertson–Walker (FLRW) space–time (see Sect. 9.1).

In contrast to the earlier treatment, we have to take into account that lenses can now be comparable in size to the curvature scale of the universe, thus we need to refine the picture of straight light paths which are instantly deflected by sheet-like, thin lenses.
The propagation equation of light rays in arbitrary space–times can be derived using the theory of geometrical optics in General Relativity. The rigorous derivation of such equation can be found elsewhere (e.g. Misner et al. 1973, Schneider et al. 1992). Here, we will start from the following result: as shown by Bartelmann and Schneider (2001), light rays propagate through the unperturbed FLRW space–time such that the comoving separation vector $\vec{x}$ between them changes with the radial coordinate $w$ as

$$\frac{d^2 \vec{x}}{dw^2} + K \vec{x} = 0,$$

(7.1)

where $K = (H_0/c)^2(\Omega_{m,0} + \Omega_{\Lambda,0} - 1)$ is the curvature parameter of the universe. The physical separation, $\vec{r}$, between the rays is related to $\vec{x}$ through the scale factor $a$,

$$\vec{x} = \frac{\vec{r}}{a}.$$

(7.2)

The propagation equation is easily solved. It has the form of a simple harmonic oscillator equation, so its solutions are trigonometric or hyperbolic functions depending on the sign of $K$. For example, for $K > 0$ its general solution is

$$\vec{x} = A \cos \sqrt{K} w + B \sin \sqrt{K} w.$$

(7.3)

With the boundary conditions $\vec{x}(w = 0) = 0$ and $d\vec{x}/dw|_{w=0} = \vec{\theta}$, where $\vec{\theta}$ is the angle between the two rays at the observer position, we find

$$\vec{x}(w) = \vec{\theta} \frac{1}{\sqrt{K}} \sin \sqrt{K} w.$$

(7.4)

More generally, for negative and vanishing $K$, we find

$$\vec{x}(w) = \vec{\theta} f_K(w).$$

(7.5)

These solutions have a very simple interpretation: obviously, for $K = 0$, $\vec{x} = \vec{\theta} w$, as we know in Euclidean space. For positive or negative curvature, the light rays approach each other or diverge from each other faster than in the flat case.

Adding perturbations is simple considering that the lensing masses are typically much smaller than the Hubble radius. Then, space–time can be considered flat in
their surroundings, and we can use our earlier result on the deflection angle (cfr Sect. 2.2) in the form

\[ \frac{d^2 \vec{x}}{dw^2} = -\frac{2}{c^2} \vec{\nabla}_\perp \Phi, \tag{7.6} \]

where it must now be noted that the perpendicular gradient of \( \Phi \) must be taken with respect to the comoving coordinates as well. Thus, the relation between the gradient in comoving and in angular units is

\[ \vec{\nabla}_\perp \phi = \frac{1}{f_K(w)} \vec{\nabla}_\theta \Phi. \tag{7.7} \]

Equation 7.6 describes how the actual light ray deviates from a straight line in an unperturbed Minkowski’s space. In an expanding universe, the propagation equation changes to

\[ \frac{d^2 \vec{x}}{dw^2} + K \vec{x} = -\frac{2}{c^2} \vec{\nabla}_\perp \Phi, \tag{7.8} \]

which now incorporates overall space–time curvature and local perturbations caused by a potential \( \Phi \).

This inhomogeneous oscillator equation can be solved by constructing a Green’s function \( G(w, w') \), which is defined on the square \( 0 \leq w \leq w_s, 0 \leq w' \leq w_s \), where \( w_s \) is the coordinate distance to the source (see Figure on the side). Even in this case, the boundary conditions \( \vec{x}(w = 0) = 0 \) and \( d\vec{x}/dw|_{w=0} = \vec{\theta} \) apply.
According to the definition of a Green’s function, $G(w, w')$ must satisfy the following conditions:

- $G(w, w')$ is continuously differentiable in both triangles $A_{1,2}$ and satisfies the homogeneous differential equation

$$\frac{d^2}{dw^2} G(w, w') + K G(w, w') = 0 \quad (7.9)$$

for $w \neq w'$.
- $G(w, w')$ is continuous on the entire square.
- The derivative of $G(w, w')$ with respect to $w$ jumps by 1 on the boundary between $A_1$ and $A_2$.
- As a function of $w$, $G(w, w')$ satisfies the homogeneous boundary conditions on the solution.

Accordingly, we set up

$$G(w, w') = \begin{cases} A(w') \cos \sqrt{K} w + B(w') \sin \sqrt{K} w & \text{on } A_1 \\ C(w') \cos \sqrt{K} w + D(w') \sin \sqrt{K} w & \text{on } A_2 \end{cases}. \quad (7.10)$$

The homogeneous boundary conditions demand $A = B = 0$. Ensuring continuity at $w = w'$ requires

$$C \cos \sqrt{K} w' + D \sin \sqrt{K} w' = 0, \quad (7.11)$$

and the jump in the derivative implies

$$- C \sin \sqrt{K} w' + D \cos \sqrt{K} w' = \frac{1}{\sqrt{K}}. \quad (7.12)$$

Thus,

$$C = - \frac{1}{\sqrt{K}} \sin \sqrt{K} w' \quad (7.13)$$

$$D = \frac{1}{\sqrt{K}} \cos \sqrt{K} w', \quad (7.14)$$
and we obtain that

\[ G(w, w') = \begin{cases} 
0 & (w < w') \\
\frac{1}{\sqrt{K}} \sin \sqrt{K}(w - w') & (w > w') 
\end{cases} \quad (7.15) \]

More generally, i.e. for arbitrary sign of \( K \), we find

\[ G(w, w') = \begin{cases} 
0 & (w < w') \\
f_K(w - w') & (w > w') 
\end{cases} \quad (7.16) \]

Therefore the general solution of the propagation equation reads

\[ \vec{x} = f_K(w)\vec{\theta} - \frac{2}{c^2} \int_0^w dw' f_K(w - w')\vec{\nabla} \Phi \quad (7.17) \]

As in the single-lens plane approach, we evaluate this integral along the unperturbed path, \( f_K(w)\vec{\theta} \).

The deflection angle is defined as the difference between the perturbed and the unperturbed path,

\[ \vec{\alpha}(\vec{\theta}, w) = \frac{f_K(w)\vec{\theta} - \vec{x}}{f_K(w)} = \frac{2}{c^2} \int_0^w dw' \frac{f_K(w - w')}{f_K(w)}\vec{\nabla} \Phi[f_K(w')\vec{\theta}, w'] \quad (7.18) \]

This is now the deflection angle accumulated along a light path propagating into direction \( \vec{\theta} \) out to the coordinate distance \( w \). Hence, we denote it as \( \vec{\alpha}(\vec{\theta}, w) \).

For a spatially flat universe, \( K = 0 \) and \( f_K(w) = w \). Then,

\[ \vec{\alpha}(\vec{\theta}, w) = \frac{2}{c^2} \int_0^w dw' \left( 1 - \frac{w'}{w} \right) \vec{\nabla} \Phi(w'\vec{\theta}, w') = \frac{2w}{c^2} \int_0^1 dy (1 - y) \vec{\nabla} \Phi(\omega y\vec{\theta}, \omega y) \quad (7.19) \]

### 7.1.2 Effective Convergence

In the single-lens plane case, the convergence is one half the divergence of \( \vec{\alpha} \). Analogously, we define here an effective convergence for the large-scale structure,

\[ \kappa_{\text{eff}}(\vec{\theta}, w) = \frac{1}{2} \vec{\nabla}_{\vec{\theta}} \vec{\alpha}(\vec{\theta}, w) = \frac{1}{c^2} \int \frac{f_K(w') f_K(w - w')}{f_K(w)} \Delta^{(2)} \Phi[f_K(w')\vec{\theta}', w'] \quad (7.20) \]
where $\Delta^{(2)}$ is the two-dimensional Laplacian with respect to comoving coordinates,

\[
\Delta^{(2)} = \tilde{\nabla}_\perp^2 = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2}.
\] (7.21)

We now do the same as we did when we introduced the lensing potential: we replace

\[
\Delta^{(2)} \rightarrow \Delta = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2},
\] (7.22)

and assume that $\partial \phi/\partial z = 0$ at the boundaries of the perturbations. Then, we can write

\[
\kappa_{\text{eff}} = \frac{1}{c^2} \int_0^w dw' f_K(w') f_K(w - w') \Delta \Phi(f_K(w') \tilde{\theta}, w').
\] (7.23)

Now, we use Poisson’s equation,

\[
\Delta \Phi = 4\pi G \rho,
\] (7.24)

where the Laplacian is now taken with respect to physical coordinates. Using comoving coordinates, the same equation reads

\[
\Delta \Phi = 4\pi G \rho a^2.
\] (7.25)

Introducing the density contrast

\[
\delta = \frac{\rho - \bar{\rho}}{\bar{\rho}},
\] (7.26)

we can write

\[
\Delta \Phi = 4\pi G \bar{\rho} (1 + \delta) a^2 = 4\pi G \bar{\rho}_0 a^{-1} (1 + \delta),
\] (7.27)

where we have inserted $\bar{\rho} a^{-3}$ as for ordinary (non-relativistic) matter. Decoupling the potential into a background potential

\[
\Delta \bar{\Phi} = 4\pi G \bar{\rho}_0 a^{-1},
\] (7.28)
and a peculiar (perturbing) potential $\phi$, we have

$$\Delta \Phi = 4\pi G \overline{\rho}_0 a^{-1} \delta .$$

(7.29)

Using further

$$\overline{\rho}_0 = \Omega_{m,0} \frac{3H_0^2}{8\pi G}$$

(7.30)
yields the Poisson equation that we need,

$$\Delta \Phi = \frac{3}{2} H_0^2 \Omega_{m,0} \frac{\delta}{a} .$$

(7.31)

The effective convergence can then be written as

$$\kappa_{\text{eff}}(\hat{\theta}, w) = \frac{3\Omega_{m,0}}{2} \left( \frac{H_0}{c} \right)^2 \int_0^w dw' \frac{f_K(w') f_K(w - w') \delta[f_K(w') \hat{\theta}, w']}{f_K(w)} \frac{a(w)}{a(w')} .$$

(7.32)

Notice the similarity of the distance factor with the factor $D_L D_{LS}/D_S$ that we had in the single-lens case.

If the sources are distributed in redshift or, equivalently, in the radial coordinate $w$, the mean effective convergence up to distance $w_H$ is

$$\langle \kappa_{\text{eff}} \rangle(\hat{\theta}) = \int_0^{w_H} dw G(w) \kappa_{\text{eff}}(\hat{\theta}, w) ,$$

(7.33)

where $G(w) dw$ is the probability to find a source within $dw$ of $w$. Then we can write

$$\langle \kappa_{\text{eff}} \rangle(\hat{\theta}) = \frac{3H_0^2 \Omega_{m,0}}{2c^2} \int_0^{w_H} dw W(w) f_K(w) \delta[f_K(w) \hat{\theta}, w] \frac{a(w)}{a(w')} ,$$

(7.34)

with the effective weight function

$$W(w) = \int_w^{w_H} dw' G(w') \frac{f_K(w' - w)}{f_K(w')} .$$

(7.35)


7.1.3 Limber’s Equation and the Convergence Correlation Function

We consider now the correlation function of the effective convergence,

\[ \langle \kappa(\vec{\theta})\kappa(\vec{\theta} + \vec{\phi}) \rangle_{\vec{\theta}} = \xi_{\kappa}(\vec{\phi}) , \]  

(7.36)

where the average extends over the positions \( \vec{\theta} \) on the sky, and over the directions of the separation vector \( \vec{\phi} \). Due to isotropy, the result cannot depend on the direction of \( \vec{\phi} \). We can demonstrate that this quantity is related to the density contrast’s three-dimensional correlation function via the so-called Limber equation. Similarly, a relation exists between the power spectra of the effective convergence and the density contrast. For this purpose, we follow Bartelmann and Schneider (2001) and use the flat-sky approximation.

Consider a generic homogeneous isotropic random field \( g(\vec{x}) \) (either real or complex) defined in a \( n \)-dimensional space. Its two point correlation function is

\[ \xi_{gg}(\mid \vec{x} - \vec{y} \mid) = \langle g(\vec{x})g^*(\vec{y}) \rangle \]  

(7.37)

The Fourier transform of \( g(\vec{x}) \) is

\[ \hat{g}(\vec{k}) = \int d^n x g(\vec{x}) \exp(i\vec{k} \cdot \vec{x}) . \]  

(7.38)

Thus, the correlation function in Fourier space can be computed as,

\[ \langle \hat{g}(\vec{k})\hat{g}^*(\vec{k}') \rangle = \int d^n x g(\vec{x}) \exp(i\vec{k} \cdot \vec{x}) \int d^n x' g(\vec{x}') \exp(-i\vec{k}' \cdot \vec{x}') \]  

\[ = \int d^n x \exp(i\vec{k} \cdot \vec{x}) \int d^n x' \exp(-i\vec{k}' \cdot \vec{x}') (g(\vec{x})g(\vec{x}')) . \]  

(7.39)

Inserting \( \vec{y} + \vec{x} = \vec{x}' \) and using Eq. 7.37, we obtain

\[ \langle \hat{g}(\vec{k})\hat{g}^*(\vec{k}') \rangle = \int d^n x \exp[i(\vec{k} - \vec{k}') \cdot \vec{x}] \int d^n y \exp(-i\vec{k}' \cdot \vec{y})\xi_{gg}(y) \]  

\[ = (2\pi)^n \delta_D^{(n)}(\vec{k} - \vec{k}')P_g(k) , \]  

(7.40)

where we have introduced the power spectrum

\[ P_g(k) \equiv \int d^n y \exp(-i\vec{k} \cdot \vec{y})\xi_{gg}(y) \]  

(7.41)

as the Fourier transform of the correlation function. The function \( \delta_D^{(n)} \) is the Dirac delta function in \( n \) dimensions.

Now, we consider the homogeneous isotropic random field \( \delta(\vec{u}) \), where \( \vec{u} \) is a position vector in the three-dimensional space. Specifically, \( \delta(\vec{u}) \) is the density
contrast defined in Sect. 9.7.2. The vector $\vec{u}$ can be decomposed into the comoving components perpendicular and parallel to the radial direction with respect to the origin, $\vec{u} = (f_K(w)\vec{\theta}, w)$. We define two weighted projections of $\delta$ along $w$ as

$$g_i(\vec{\theta}) = \int_0^{w_H} dw q_i(w) \delta[f_K(w)\vec{\theta}, w],$$

(7.42)

where $q_i(w)$ is the weight function and $i \in [1, 2]$. The integral extends from $w = 0$ to $w = w_H$, where $w_H$ is the radial scale of the horizon.

If $\vec{\theta} - \vec{\theta}' = \vec{\phi}$, we can define the correlation function

$$\xi_{12}(\phi) = \langle g_1(\vec{\theta})g_2^*(\vec{\theta}') \rangle = \int q_1(w)dw \int q_2(w')dw' \langle \delta[f_K(w)\vec{\theta}, w]\delta[f_K(w')\vec{\theta}', w'] \rangle.$$  

(7.43)

In the so-called Limber approximation, we assume that the correlation function $\xi_{12}$ vanishes when $|w - w'|$ is larger than a coherence length $w_c \ll w_H$. We further assume that the weight functions $q_i(w)$ do not vary significantly over a scale smaller than $w_c$. Consequently, over the scales where $\xi_{12}$ is not vanishing, we can set $q_2(w') \approx q_2(w)$ and $f_K(w') \approx f_K(w)$. This allows us to write the previous equation as

$$\xi_{12}(\phi) = dw \int q_1(w)q_2(w) \int d\Delta w \xi_\delta(\theta^2 + \Delta w^2, w),$$

(7.44)

where $\Delta w = |w - w'|$. This Limber equation shows how the 2-point correlation function of the projected field is related to that of the three-dimensional field (Limber 1953).

We can now derive the relation between the corresponding power spectra. Writing $\delta(\vec{u})$ and $\delta(\vec{u}')$ in terms of their Fourier transforms, $\hat{\delta}(\vec{k})$ and $\hat{\delta}(\vec{k}')$, in Eq. 7.43, we obtain

$$\xi_{12}(\phi) = \int q_1(w)dw \int q_2(w')dw' \int \frac{d^3k}{(2\pi)^3} \int \frac{d^3k'}{(2\pi)^3} \langle \hat{\delta}(\vec{k})\hat{\delta}^*(\vec{k}') \rangle \exp(-if_K(w)\vec{\theta} \cdot \vec{k}_\perp) \times \exp(if_K(w')\vec{\theta}' \cdot \vec{k}'_\perp) \exp(-ik_s w) \exp(ik'_s w'),$$

(7.45)

where we split the wave vector $\vec{k}$ into the components perpendicular and parallel to the line-of-sight, $\vec{k}_\perp$ and $k_s$, respectively. Then, we use Limber approximation and we replace $\langle \hat{\delta}(\vec{k})\hat{\delta}^*(\vec{k}') \rangle$ with $(2\pi)^3\delta_D(\vec{k} - \vec{k}')P_\delta(k, w)$ (as shown in Eq. 7.40). Carrying out the $\vec{k}'$ integration, we obtain

$$\xi_{12}(\phi) = \int dw q_1(w)q_2(w) \int \frac{d^3k}{(2\pi)^3} P_\delta(k, w) \exp[-if_K(w)\vec{k}_\perp \cdot (\vec{\theta} - \vec{\theta}')] \exp(-ik_s w) \times \int dw' \exp(ik_s w').$$

(7.46)
Since \( \int dw' \exp(ik_sw') = 2\pi \delta_D(k_s) \), the latest integral implies that the only contribution to the correlation function comes from the modes perpendicular to the line-of-sight, i.e. with \( \vec{k} = (\vec{k}_\perp, 0) \). Thus, we obtain

\[
\xi_{12}(\phi) = \int dw q_1(w)q_2(w) \int \frac{d^2k_\perp}{(2\pi)^2} P_\delta(k_\perp, w) \exp[-if_K(w)\vec{k}_\perp \cdot \vec{\phi}] .
\]

(7.47)

Using Eq. 7.41, the correlation function can be used to compute the power spectrum

\[
P_{12}(l) = \int d^2\phi \xi_{12}(\phi) \exp(i\vec{l} \cdot \vec{\phi})
= \int dw q_1(w)q_2(w) \int \frac{d^2k_\perp}{(2\pi)^2} P_\delta(k_\perp, w) \delta_D[\vec{l} - f_K(w)\vec{k}_\perp] .
\]

(7.48)

The latest \( \delta_D \) function allows to carry out the \( \vec{k}_\perp \)-integral:

\[
P_{12}(l) = \int dw q_1(w)q_2(w) \frac{f_{K}^2(w)}{f_K(w)} P_\delta \left( \frac{l}{f_K(w)}, w \right) .
\]

(7.49)

This is Limber’s equation in Fourier space (Kaiser 1992, Kaiser et al. 1998).

Now, we specialize this result to the effective convergence in Eq. 7.34. Comparing Eqs. 7.42 and 7.34, we see that

\[
q_1(w) = q_2(w) = \frac{3H_0^2\Omega_{m,0}}{2c^2} W(w)f_K(w) \frac{a(w)}{a^2(w)} .
\]

(7.50)

Thus, the convergence power spectrum is

\[
P_\kappa(l) = \frac{9H_0^4\Omega_{m,0}^2}{4c^4} \int_0^{w_H} W^2(w) \frac{a^2(w)}{a^2(w)} P_\delta \left( \frac{l}{f_K(w)}, w \right) dw .
\]

(7.51)

Panel A of Fig. 7.1 show the power spectra of the effective convergence for several choices of the cosmological parameters and of the source redshift distribution. The curves \( l^2 P_\kappa(l) \) are derived using the fitting function of \( P_\delta(l, w) \) provided by Peacock and Dodds (1996), including non-linear evolution. They are characterized by a peak at \( l \sim 10^4 \), corresponding to an angular scale of \( \sim 1 \) arcmin. The non-linear evolution of the power spectrum of the density contrast is very important at \( l \gtrsim 200 \) (see e.g. Fig. 32 of Schneider 2006).
Fig. 7.1 Panel a: Power spectra of the effective convergence. Panel b: Shear correlation functions $\xi_+ (\phi)$ and $\xi_- (\phi)$ (black and red curves, respectively). Panel c: Shear variance in apertures of different sizes. Panel d: Mass variance in apertures of different sizes. In each panel we show the curves corresponding to cosmological models with different parameters. The reference model is given by the solid lines. It is a flat $\Lambda$CDM cosmological model with $\Omega_{m,0} = 0.3$ and $\sigma_8 = 0.8$. The sources are assumed to lay on a single plane at $z_S = 1$. Then, the results are shown for other models with increased values of $\sigma_8 = 0.9$ (dashed lines) and lower $\Omega_{m,0} = 0.2$ (dotted lines). Finally, the dot-dashed lines show how the results change for a larger source redshift of 1.5

7.1.4 Effective Lensing Potential, Lensing Jacobian, Shear

In analogy to what was found in the limit of a single-lens plane, we can define an effective lensing potential, $\Psi (\tilde{\theta}, w)$, related to the effective convergence through the equation

$$\kappa_{\text{eff}} (\tilde{\theta}, w) = \frac{1}{2} \Delta \Psi (\tilde{\theta}, w).$$  \hspace{1cm} (7.52)
Similarly, we can define the effective lensing Jacobian

\[
A(\vec{\theta}, w) = I - \frac{\partial \tilde{\alpha}(\vec{\theta}, w)}{\partial \vec{\theta}} = \frac{1}{f_K(w)} \frac{\partial \tilde{x}(\vec{\theta}, w)}{\partial \vec{\theta}}.
\] (7.53)

This is still symmetric to high accuracy, except for light rays that encounter more than one compact deflector along their path to the observer (Jain et al. 2000). Therefore, we can still describe the anisotropic distortions of sources lensed by the large-scale structure of the universe using the traceless part of this matrix, i.e. by means of an effective shear, \(
\gamma((\vec{\theta}, w) = \gamma_1(\vec{\theta}, w) + i\gamma_2(\vec{\theta}, w).
\) As seen earlier in Chap. 3, circular sources are mapped onto elliptical images. Given that in this regime of lensing the amplitude of the effective convergence is \(\kappa_{\text{eff}} \ll 1\), the image ellipticity can be used to estimate \(\gamma\).

Since both \(\kappa_{\text{eff}}\) and \(\gamma\) are related to the effective potential, the power spectra of these quantities are also related. For example, as seen in Sect. 6.2.5, by taking the Fourier transform of both sides of Eq. 7.52, we obtain that

\[
\tilde{\kappa}_{\text{eff}}(\vec{l}) = -\frac{l_1^2}{2} \tilde{\Psi}(\vec{l}).
\] (7.54)

Thus, the power spectra of \(\kappa_{\text{eff}}\) and \(\Psi\) are related through

\[
P_\kappa(l) = \frac{l^4}{4} P_\Psi(l).
\] (7.55)

Similarly, since

\[
\tilde{\gamma}_1 = -\frac{1}{2} (l_1^2 - l_2^2) \tilde{\Psi},
\] (7.56)

\[
\tilde{\gamma}_2 = -l_1 l_2 \tilde{\Psi},
\] (7.57)

we obtain that

\[
P_\gamma(l) = \frac{l^4}{4} P_\Psi(l) = P_\kappa(l).
\] (7.58)

Thus, the convergence and the shear power spectra are identical, suggesting that it is possible to measure the power spectrum of the projected density contrast from source ellipticity correlations. We generally refer to the shear produced by the universe’s large-scale structure as cosmic shear.
7.2 Cosmic Shear

7.2.1 Shear Correlation Functions

We consider a pair of galaxies at $\vec{\theta}$, separated by $\vec{\phi}$. We can use the polar angle $\varphi$ of the separation vector $\vec{\phi}$ to define the tangential and the cross components of the shear (cfr. Sect. 6.2.3) as

\begin{align}
\gamma_t &= \gamma \cos(2\varphi) \\
\gamma_\times &= \gamma \sin(2\varphi).
\end{align}

(7.59) (7.60)

Using these two shear components, we can further define the correlation functions $\xi_{tt}(\varphi) = \langle \gamma_t(\vec{\theta})\gamma_t(\vec{\theta} + \vec{\phi}) \rangle$ and $\xi_{\times\times}(\varphi) = \langle \gamma_\times(\vec{\theta})\gamma_\times(\vec{\theta} + \vec{\phi}) \rangle$, as well as the mixed correlator $\xi_{t\times}(\varphi) = \langle \gamma_t(\vec{\theta})\gamma_\times(\vec{\theta} + \vec{\phi}) \rangle = \xi_{\times t}(\varphi)$.

We begin with the correlation function of the tangential shear, which can be written in terms of the tangential shear power spectrum as

\begin{equation}
\xi_{tt}(\varphi) = \int \frac{d^2l}{(2\pi)^2} P_{\gamma_t}(l) \exp(-i\vec{l} \cdot \vec{\phi}).
\end{equation}

(7.61)

Since the Fourier transform of the tangential shear is

\begin{equation}
\tilde{\gamma}_t = -\frac{l^2}{2} (\cos^2 \varphi - \sin^2 \varphi) \tilde{\Psi},
\end{equation}

(7.62)

the power spectrum is

\begin{equation}
P_{\gamma_t}(l) = \frac{l^4}{4} (\cos^2 \varphi - \sin^2 \varphi)^2 P_\Psi(l) = (\cos^2 \varphi - \sin^2 \varphi)^2 P_\kappa(l).
\end{equation}

(7.63)

Inserting this result into Eq. 7.61, we obtain that the correlation function $\xi_{tt}(\varphi)$ can be written as

\begin{equation}
\xi_{tt}(\varphi) = \int \frac{ldl}{2\pi} P_\kappa(l)[J_0(l\varphi) + J_4(l\varphi)],
\end{equation}

(7.64)

where $J_n(x)$ are the $n$-order Bessel functions of the first kind.\(^1\)

\(^1\)The integral representation of the Bessel functions of the first kind is given by

\begin{equation}
J_n(x) = \frac{1}{\pi} \int_0^\pi \cos(n\varphi - x \sin \varphi) d\varphi = \frac{(-i)^n}{\pi} \int_0^\pi e^{ix\varphi} \cos(n\varphi) d\varphi.
\end{equation}

(7.65)
Similar considerations for the \( \xi_{xx} \) correlation function lead to the result that

\[
\xi_{xx}(\phi) = \int \frac{ldl}{2\pi} P_\kappa(l)[J_0(l\phi) - J_4(l\phi)] ,
\]

(7.66)
given that

\[
P_{\gamma\gamma}(l) = 4 \cos^2 \varphi \sin^2 \varphi P_\kappa(l) .
\]

(7.67)

Finally, for the mixed correlation functions, due to parity symmetry we find that

\[
\xi_x(\phi) = \xi_{tx}(\phi) = \xi_{xt}(\phi) = 0 .
\]

(7.68)

For any measurement of cosmic shear, \( \xi_x(\phi) \neq 0 \) provides a test for the reliability of the measurement, while \( \xi_x(\phi) = 0 \) points to systematic errors.

We can now define the combinations

\[
\xi_+(\phi) \equiv \langle \gamma_t \gamma'_t \rangle \pm \langle \gamma_x \gamma'_x \rangle ,
\]

(7.69)

and

\[
\xi_-(\phi) \equiv \langle \gamma_t \gamma'_x \rangle .
\]

(7.70)

such that

\[
\xi_+(\phi) = \int \frac{ldl}{2\pi} P_\kappa(l) J_0(l\phi) ,
\]

(7.71)

\[
\xi_-(\phi) = \int \frac{ldl}{2\pi} P_\kappa(l) J_4(l\phi) .
\]

(7.72)

Measuring \( \xi_+ \) and \( \xi_- \) we can thus constrain \( P_\kappa(l) \).

Note that the orthonormality relation of Bessel functions implies that

\[
P_\kappa(l) = 2\pi \int_0^\infty d\phi \xi_+(\phi) J_0(l\phi) = 2\pi \int_0^\infty d\phi \xi_- (\phi) J_4(l\phi) .
\]

(7.73)

i.e. we can express the power spectrum in terms of the observable correlation functions. However, we cannot use these equations to measure \( P_\kappa(l) \), because they require to know the correlation functions for all angles \( \phi \). This is not possible due to both the limited spatial resolution of the shear measurements and the finite field-of-view of the observations: we can measure the correlation functions over a limited range of angular separations.

The correlation functions \( \xi_{\pm}(\phi) \) for the same cosmological models and source redshift distributions used in panel A of Fig. 7.1 are shown in panel B of the same figure.
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7.2.2 Shear in Apertures and Aperture Mass

Other convenient second order shear statistics are given by the shear dispersion and by the aperture mass.

The mean shear in a (circular) aperture of radius $\theta$ is given by

$$\gamma_{\text{av}}(\theta) = \int_0^\theta \frac{d^2 \Theta}{\pi \Theta^2} \gamma(\Theta).$$

(7.74)

Its dispersion is related to the convergence correlation function and thus to the convergence power spectrum:

$$\langle |\gamma_{\text{av}}|^2 \rangle(\theta) = \int_\Theta^\theta \frac{d^2 \Theta}{\pi \Theta^2} \int_\Theta^\theta \frac{d^2 \Theta'}{\pi \Theta'^2} \left[ \gamma_1(\Theta) \gamma_1(\Theta') + \gamma_2(\Theta) \gamma_2(\Theta') \right]$$

$$= \int_0^\theta \frac{d^2 \Theta}{\pi \Theta^2} \int_0^\theta \frac{d^2 \Theta'}{\pi \Theta'^2} \xi_\kappa(\Theta' - \Theta)$$

$$= \int_0^\theta \frac{d^2 \Theta}{\pi \Theta^2} \int_0^\theta \frac{d^2 \Theta'}{\pi \Theta'^2} \int \frac{d^2 l}{(2\pi)^2} P_\kappa(l) \exp[-i l(\Theta - \Theta')]$$

$$= 4\pi^2 \int \frac{d^2 \Theta}{(2\pi)^2} \int \frac{d^2 \Theta'}{(2\pi)^2} \int \frac{d^2 l}{(2\pi)^2} P_\kappa(l) \left[ \frac{J_1(l \Theta)}{\pi l \Theta} \right]^2$$

$$= \frac{1}{2\pi} \int \frac{d l}{2\pi} P_\kappa(l) W_{\text{TH}}(l \Theta),$$

(7.75)

where

$$W_{\text{TH}}(x) = \frac{4 J_2^2(x)}{x^2}$$

(7.76)

is a top-hat filter function$^2$.

The aperture mass is a weighted integral of the (effective) convergence within a (circular) aperture,

$$M_{\text{ap}}(\theta) = \int d^2 \Theta U(\Theta) \kappa_{\text{eff}}(\Theta).$$

(7.77)

If the weight function satisfies the condition

$$\int_0^\theta \Theta d \Theta U(\Theta) = 0,$$

(7.78)

$^2$In Eq. 7.75, we have used $\int_0^1 x dx J_0(ax) = \frac{1}{a} J_1(a)$. 

i.e. if it is compensated, the aperture mass can also be written as

$$M_{\text{ap}}(\theta) = \int d^2 \Theta \, Q(\Theta) \gamma_t(\Theta) \ , \quad (7.79)$$

where $\gamma_t$ is the tangential shear with respect to the aperture center. $Q$ is related to $U$ through

$$Q(x) = \frac{2}{x^2} \int_0^x dx' x' U(x') - U(x) \ . \quad (7.80)$$

A common choice (but not a necessary one) is

$$U(\Theta) = \frac{9}{\pi \Theta^2} (1 - x^2) \left( \frac{1}{3} - x^2 \right) , \quad (7.81)$$

with $x \equiv \theta / \Theta$. This implies

$$Q(\Theta) = \frac{6}{\pi \Theta^2} x^2 (1 - x^2) . \quad (7.82)$$

With this choice, the variance of the aperture mass turns out to be

$$\langle M_{\text{ap}}^2(\theta) \rangle = \left\{ \int_0^\theta d^2 \Theta \int_0^\theta d^2 \Theta' U(\Theta) U(\Theta') \kappa_{\text{eff}}(\Theta) \kappa_{\text{eff}}(\Theta') \right\}$$

$$= \int d^2 \Theta \int d^2 \Theta' U(\Theta) U(\Theta') \xi_{\kappa}(|\Theta' - \Theta|)$$

$$= \int d^2 \Theta \int d^2 \Theta' U(\Theta) U(\Theta') \int \frac{d^2 l}{(2\pi)^2} P_{\kappa}(l) \exp[-i l (\Theta - \Theta')]$$

$$= 4 \int \frac{d l}{2\pi} P_{\kappa}(l) J^2(l\theta) , \quad (7.83)$$

where

$$J(l\theta) \equiv \frac{12}{(l\theta)^2} J_4(l\theta) . \quad (7.84)$$

Some examples of $\langle |\gamma_{\text{av}}|^2 \rangle(\theta)$ and $\langle M_{\text{ap}}^2(\theta) \rangle$ are shown in panels C and D of Fig. 7.1.
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7.2.3 E- and B-modes

As we have seen, the shear is related to the convergence by a convolution (see Sect. 6.2.5). Thus, the shear components originate from a single scalar field $\kappa$, implying that they are not independent. Consequently, not all combinations of $\gamma_1$ and $\gamma_2$ are allowed. For example, a mass over-density can only yield tangential or radial alignments of the shear, while it cannot produce other distortions. Those shear modes that are allowed are called E-modes, while the others are called B-modes.

E- and B-modes can be separated using aperture measures. For example, the variance of the aperture mass, $\langle M^2_{ap}\rangle(\theta)$ is sensitive only to the E-mode. For analogy, one can define

$$M_{\perp}(\theta) = \int d^2\Theta Q(\Theta)\gamma_{\perp}(\Theta) ,$$

obtaining a quantity, $\langle M^2_{\perp}\rangle(\theta)$ which is sensitive only to B-modes. A pure E-mode signal would yield $M_{\perp} = 0$.

The observed shear field does not necessarily contain only E-modes. Indeed, B-modes can be generated by noise, by the fact that the Born approximation used to derive the previous equations is not strictly valid (Jain et al. 2000), by the clustering of galaxies (Schneider et al. 2002b), or by the intrinsic alignment of the galaxies mimicking a shear signal (see, e.g. Crittenden et al. 2001, Troxel & Ishak 2015). The tidal interactions between galaxies during structure formation can produce correlations between the galaxy ellipticities that can mimic a shear signal. Thus, the detection of a B-mode signals the presence of systematics affecting the measurements.

We may describe the E- and the B-modes with two different potentials, $\Psi^E$ and $\Psi^B$, and define the complex potential

$$\Psi(\tilde{\theta}) = \Psi^E(\tilde{\theta}) + i\Psi^B(\tilde{\theta}) .$$

Using this potential, we can define the complex convergence

$$\kappa(\tilde{\theta}) = \kappa^E(\tilde{\theta}) + i\kappa^B(\tilde{\theta}) ,$$

and shear,

$$\gamma(\tilde{\theta}) = \left[ \frac{1}{2}(\Psi^E_{11} - \Psi^E_{22}) - \Psi^B_{12} \right] + i \left[ \Psi^E_{12} + \frac{1}{2}(\Psi^B_{11} - \Psi^B_{22}) \right] .$$

We can compute the power spectra of the E- and B-mode components of the convergence by

$$\langle \hat{\kappa}^E(\tilde{l})\hat{\kappa}^{E*}(\tilde{l}) \rangle = (2\pi)^2\delta_D(\tilde{l} - \tilde{l})P_E(l) ,$$

$$\langle \hat{\kappa}^B(\tilde{l})\hat{\kappa}^{B*}(\tilde{l}) \rangle = (2\pi)^2\delta_D(\tilde{l} - \tilde{l})P_B(l) .$$
Finally, from Eq. 7.83 we obtain
\[ \langle M_{ap}^2 \rangle (\theta) = 4 \int \frac{ldl}{2\pi} P_E(l) J^2(l\theta), \] (7.91)
and
\[ \langle M_{\perp}^2 \rangle (\theta) = 4 \int \frac{ldl}{2\pi} P_B(l) J^2(l\theta). \] (7.92)

### 7.2.4 Cosmic Shear as a Cosmological Probe

Eq. 7.51 has very important implications. It shows that the convergence power spectrum (and all the second order statistics defined earlier) depends on cosmology in several ways. First of all, it is sensitive to the growth of structures, described by the density contrast’s power spectrum. It is proportional to the square of the matter density, \( \Omega_{m,0} \). Finally, it depends on the geometry of the universe through the distances appearing in the factor \( f_K(w') f_K(w - w')/f_K(w) \). This explains why, after it was first detected in the early 2000s (Bacon et al. 2000, Van Waerbeke et al. 2000, Wittman et al. 2000), cosmic shear, i.e. gravitational lensing by the large-scale structure of the universe, became one of the key probes in several cosmological experiments. These include surveys like the ongoing Dark Energy Survey (DES; Abbott et al. 2020), the Kilo-Degree Survey (KiDS; de Jong et al. 2017), and the Hyper-Suprime-Cam Subaru Strategic Program (HSC-SSP; Aihara et al. 2018), which are measuring cosmic shear over thousands of square degrees of the sky. In the next years, these measurements will be extended to nearly the whole sky thanks to the surveys that will be conducted by the Vera Rubin Observatory (The Legacy Survey of Space and Time LSST; Ivezić et al. 2019) and by the space missions Euclid (Laureijs et al. 2011) and Nancy Grace Roman Space Telescope (Akeson et al. 2019).

The dependence of the power spectrum of the effective convergence and the second order statistics introduced in the previous sections on some cosmological parameters and source redshift are illustrated in the four panels of Fig. 7.1. The solid lines refer to a flat \( \Lambda \text{CDM} \) cosmological model with \( \Omega_{m,0} = 0.3 \) and \( \sigma_8 = 0.8 \). The source redshift is \( z_S = 1 \). The other lines show how the results change by increasing \( \sigma_8 \) and the source redshift (dashed and dot-dashed lines, respectively) or reducing the value of \( \Omega_{m,0} \). As we can see, the power spectrum of the effective convergence grows as a function of \( \sigma_8 \), \( \Omega_{m,0} \), and \( z_S \), and so do the second order statistics \( \xi_{\pm} \), \( \langle |y_{av}| \rangle \), and \( M_{ap}^2 \).

Cosmological parameters can be measured as follows. We assume that the shear correlation functions (or any other second order shear statistics) have been measured in \( n \) angular bins. These measurements are the elements of our data vector \( \vec{\xi}_{obs} \). We can define the likelihood of the data given a set of cosmological parameters \( \vec{p} \) as \( \mathcal{L}(\vec{\xi}_{obs} | \vec{p}) \). Assuming that it is Gaussian in the multi-dimensional parameter space,
the likelihood is given by

\[ \mathcal{L}(\tilde{\xi}_{\text{obs}}|\vec{p}) = \frac{1}{(2\pi)^n|S|} \exp \left[ -\frac{1}{2} (\tilde{\xi}_{\text{obs}} - \tilde{\xi}_{\text{model}})^T S^{-1} (\tilde{\xi}_{\text{obs}} - \tilde{\xi}_{\text{model}}) \right], \]

(7.93)

where \( \tilde{\xi}_{\text{model}} \) is the vector of theoretical predictions for the shear correlations computed for the same angular bins with the fiducial cosmological model characterized by the parameters \( \vec{p} \). \( S \) is the covariance matrix, defined as

\[ S = \langle (\xi_{\text{obs}} - \xi_{\text{model}})^T (\xi_{\text{obs}} - \xi_{\text{model}}) \rangle. \]

(7.94)

The average is over multiple realizations of the cosmic shear survey under consideration.

To determine the cosmological parameters \( \vec{p} \), we can sample the likelihood and use it to maximize a posterior probability obtained by multiplying the likelihood by the priors on the cosmological parameters, \( \mathcal{P}(\vec{p}) \),

\[ \mathcal{P}(\vec{p}|\tilde{\xi}_{\text{obs}}) \propto \mathcal{L}(\tilde{\xi}_{\text{obs}}|\vec{p}) \cdot \mathcal{P}(\vec{p}). \]

(7.95)

It is important to note that the signal depends on the source redshift (or distance) distribution, described by the function \( G(w) \). Suppose we divide the sources into two groups, closer and farther than a certain comoving distance. The first group sources will be lensed only by the cosmic structure closest to us, while more distant matter distributions will also distort those in the second group. Thus, by measuring the lensing signal in different redshift bins, we can trace the cosmic structure’s growth. This is particularly useful to constrain dark energy, whose effect is to push the universe through an accelerated expansion, thus suppressing the growth of cosmic structures below a certain redshift. This technique is called lensing tomography (Hu 1999).

Unfortunately, extracting the cosmological parameters from the lensing signal is not trivial. First of all, the signal amplitude is tiny (at the level of \( \sim 0.01 \)). Second, the cosmological parameters are degenerate. Third, the measurements can be affected by several systematics due, e.g., to biased shape measurements, intrinsic alignments, etc., each of which needs to be adequately modeled when fitting the data (Hildebrandt et al. 2017, Troxel et al. 2018). Fourth, the theoretical calculation of the power spectrum of the convergence, necessary to compare to the data, requires to know \( P_\delta \) to high accuracy. Unfortunately, no analytical methods exist to calculate the non-linear evolution of the density contrast’s power spectrum, which needs to be estimated empirically from numerical simulations. Fitting formulae were proposed for \( P_\delta \) (Peacock & Dodds 1996, Smith et al. 2003, Takahashi et al. 2012), but they have only a finite accuracy. Finally, the inverse of the covariance matrix \( S^{-1} \) is crucial for calculating the errors on the cosmological parameters. It can be estimated using several methods. The first possibility is to evaluate it from
extensive, high-resolution cosmological simulations (see, e.g. Harnois-Déraps et al. 2018). The second is to derive it from the data by dividing the survey area into several regions (Friedrich et al. 2016, Norberg et al. 2009). The third is through analytical modeling (Joachimi et al. 2008, Krause and Eifler 2017, Schneider et al. 2002a, Takada and Jain 2009). Each method has its advantages and disadvantages, but the latest is preferred in the most recent cosmic shear analyses because of its lower computational cost and noise-free estimates (Barreira et al. 2018, Hildebrandt et al. 2017, Krause et al. 2017, Troxel et al. 2018). However, its accuracy is not well established, and comparisons with the simulation ensemble approach yield discrepancies at the level of 0.5σ in the estimate of the cosmological parameters.

### 7.3 Lensing of Cosmic Microwave Background

To conclude this chapter, we consider the weak lensing effects of the LSS on the Cosmic Microwave Background (CMB).

The CMB is relic radiation observable in all directions with a nearly perfect black body spectrum corresponding to a temperature of about 2.7 Kelvin. According to the Big-Bang Theory, the universe was extremely hot at early times. During these epochs, the matter and radiation were in a state of thermal equilibrium. Indeed, the temperature was so high that ordinary matter was fully ionized and capable of efficiently scattering photons. At a redshift of \( z \approx 1100 \), the universe’s temperature dropped to nearly 3000 Kelvin, allowing protons and electrons to recombine into atomic hydrogen nuclei. When this recombination was complete, the photons ceased to scatter at all. They started to propagate freely throughout the universe, originating the CMB radiation that we see today, redshifted by the universe’s expansion.

Observations show that the CMB temperature is only nearly uniform. Indeed, the CMB shows anisotropies at the level of \( \mathcal{O}(10^{-5}) \). These anisotropies arise from acoustic oscillations in the primordial baryon-photon fluid that remains imprinted on the last scattering’s surface. They can be accurately modeled and predicted using the linear perturbation theory.

During the recombination, it is also expected that Thomson scattering of photons gives rise to the CMB radiation’s polarization. This polarization is expected to be linear to a degree directly related to the quadrupole an-isotropy in the photons when they last scatter.

The power spectrum of the fluctuations of the CMB and its polarization properties provide constraints to cosmological parameters and structures’ formation. In the next sections, we will show that both CMB temperature fluctuations and polarization are affected by gravitational lensing.
7.3 Lensing of Cosmic Microwave Background

7.3.1 Lensing of the CMB Temperature

Compared to the lensing effects discussed in the first part of this chapter, the CMB can be considered a single source as large as the whole sky at the last scattering surface’s redshift.

We consider the relative temperature fluctuation

$$\tau(\theta) = \frac{T(\theta) - \bar{T}}{\bar{T}} = \frac{\Delta T}{T}.$$  \hspace{1cm} (7.96)

Gravitational lensing has the effect that the relative temperature fluctuation $\tau_{\text{obs}}$ observed in the direction $\tilde{\theta}$ corresponds to the intrinsic relative fluctuation $\tau$ in the direction $\tilde{\theta} - \tilde{\alpha}(\tilde{\theta})$, where $\tilde{\alpha}(\tilde{\theta})$ is the effective deflection angle in the direction $\tilde{\theta}$:

$$\tau_{\text{obs}}(\tilde{\theta}) = \tau[\tilde{\theta} - \tilde{\alpha}(\tilde{\theta})].$$ \hspace{1cm} (7.97)

To illustrate this effect, in Fig. 7.2, we show a small patch of the CMB temperature map. The map on the left shows the unlensed temperature map, characterized by a slight temperature gradient. The map on the right shows the imprint on the CMB of a mass over-density. The brightness of the CMB temperature is left unchanged, but the direction where its fluctuations are seen is changed. Note that no effect would be visible if the CMB temperature were perfectly uniform.

![Fig. 7.2 Simulation of the lensing effects of a spherical mass over-density on the CMB temperature. The left image shows a mock CMB temperature map without lensing. An essential aspect of this simulation is that the temperature is not constant but varies across the map (blue is colder, white is hotter). The right panel shows the lensed temperature map. Lensing does not change the brightness (the color scale in the two images is the same). It changes the direction where the temperature fluctuations are seen.](image)
We wish to determine what is the effect of lensing on the statistical properties of the CMB temperature. In particular, we calculate, in the flat-sky approximation, how the spectrum of the CMB temperature fluctuations changes because of lensing.

Remark 7.1. We perform the calculations in the limit of flat-sky, i.e. assuming a small section of the sky, $\theta \lesssim 60$ deg, for which Fourier techniques can replace spherical harmonic analysis. For the generalization to the curved sky, we refer the reader to the review paper on CMB lensing by Lewis and Challinor (2006).

We can safely assume that the temperature of the CMB changes on scales that are substantially larger than those over which the deflection angle changes. Therefore, Eq. 7.97 can be Taylor-expanded as

$$\tau_{\text{obs}}(\vec{\theta}) \simeq \tau(\vec{\theta}) - \vec{\alpha}(\vec{\theta}) \cdot \vec{\nabla} \tau(\vec{\theta}) + \frac{1}{2} \frac{\partial \tau(\vec{\theta})}{\partial \theta_i \partial \theta_j} \alpha_i \alpha_j.$$  (7.98)

Since our purpose is to calculate the power spectrum of $\tau_{\text{obs}}$, we need to calculate the Fourier transform of Eq. 7.98. Since the deflection angle is $\vec{\alpha}(\vec{\theta}) = \vec{\nabla} \Psi(\vec{\theta})$, the relation between the deflection angle and the Fourier transform of the potential, $\hat{\Psi}(\vec{l})$, is

$$\vec{\alpha}(\vec{\theta}) = \int d^2 l \frac{1}{(2\pi)^2} \int d^2 \vec{l}_1 (2\pi)^2 \vec{l}_1 \cdot \vec{l}_2 \hat{\Psi}(\vec{l}_1) \hat{\tau}(\vec{l}_2) \exp [i(\vec{l}_1 + \vec{l}_2) \cdot \vec{\theta}].$$  (7.99)

On the other hand, the gradient of the temperature fluctuation can be written in terms of the Fourier transform of $\tau(\vec{\theta})$ as

$$\vec{\nabla} \tau(\vec{\theta}) = \int d^2 l \frac{1}{(2\pi)^2} \int d^2 \vec{l}_1 (2\pi)^2 \vec{l}_1 \cdot \vec{l}_2 \hat{\tau}(\vec{l}_1) \hat{\tau}(\vec{l}_2) \exp [i(\vec{l}_1 + \vec{l}_2 - \vec{l}) \cdot \vec{\theta}].$$  (7.100)

Thus, we can write the second term on the right-hand side of Eq. 7.98 as

$$- \vec{\alpha}(\vec{\theta}) \cdot \vec{\nabla} \tau(\vec{\theta}) = \int d^2 l_1 (2\pi)^2 \int d^2 l_2 (2\pi)^2 \vec{l}_1 \cdot \vec{l}_2 \hat{\tau}(\vec{l}_1) \hat{\tau}(\vec{l}_2) \exp [i(\vec{l}_1 + \vec{l}_2 - \vec{l}) \cdot \vec{\theta}].$$  (7.101)

The Fourier transform of this equation is easily calculated:

$$\mathcal{H}(\vec{l}) = \int \frac{d^2 l_1}{(2\pi)^2} \int \frac{d^2 l_2}{(2\pi)^2} \vec{l}_1 \cdot \vec{l}_2 \hat{\Psi}(\vec{l}_1) \hat{\tau}(\vec{l}_2) \int d^2 \theta \exp [i(\vec{l}_1 + \vec{l}_2 - \vec{l}) \cdot \vec{\theta}]$$

$$= \int \frac{d^2 l_1}{(2\pi)^2} \int \frac{d^2 l_2}{(2\pi)^2} \vec{l}_1 \cdot \vec{l}_2 \hat{\Psi}(\vec{l}_1) \hat{\tau}(\vec{l}_2)(2\pi)^2 \delta_D(\vec{l}_1 + \vec{l}_2 - \vec{l})$$

$$= \int \frac{d^2 l_1}{(2\pi)^2} \vec{l}_1 \cdot (\vec{l}_1 - \vec{l}_1) \hat{\Psi}(\vec{l}_1) \hat{\tau}(\vec{l}_1).$$  (7.102)
Likewise, we obtain that
\[
\frac{1}{2} \frac{\partial^2 \tau(\vec{\theta})}{\partial \theta_i \partial \theta_j} \alpha_i(\vec{\theta}) \alpha_j(\vec{\theta}) = \frac{1}{2} \int \frac{d^2 l_1}{(2\pi)^2} l_{1i} l_{1j} \hat{\tau}(\vec{l}_1) \times \int \frac{d^2 l_2}{(2\pi)^2} l_{2i} \hat{\Psi}(\vec{l}_2) \times \int \frac{d^2 l_3}{(2\pi)^2} l_{3j} \hat{\Psi}(\vec{l}_3) \exp [i (\vec{l}_1 + \vec{l}_2 + \vec{l}_3) \cdot \vec{\theta}],
\]
(7.103)
whose Fourier transform is
\[
\hat{\tau}_2(\vec{l}) = \frac{1}{2} \int \frac{d^2 l_1}{(2\pi)^2} \int \frac{d^2 l_2}{(2\pi)^2} (\vec{l}_1 \cdot \vec{l}_2) [\vec{l}_1 \cdot (\vec{l}_1 - \vec{l}_2)] \hat{\tau}(\vec{l}_1) \hat{\Psi}(\vec{l}_2) \hat{\Psi}(\vec{l}_1 - \vec{l}_1 - \vec{l}_2). \tag{7.104}
\]
Thus, using the results in Eqs. 7.102 and 7.103, from Eq. 7.98, we obtain that
\[
\hat{\tau}_{\text{obs}}(\vec{l}) = \hat{\tau}(\vec{l}) + \hat{\tau}_1(\vec{l}) + \hat{\tau}_2(\vec{l}). \tag{7.105}
\]

The power spectrum of the observed temperature fluctuation can now be computed from Eq. 7.105, since
\[
\langle \hat{\tau}_{\text{obs}}(\vec{l}) \hat{\tau}_{\text{obs}}(\vec{l}') \rangle = (2\pi)^2 \delta_D(\vec{l} - \vec{l}') P_{\tau_{\text{obs}}}(l). \tag{7.106}
\]
Keeping only the terms up to first order in \( P/\Psi_1 \), we find that
\[
P_{\tau_{\text{obs}}}(l) = P_\tau(l)(1 - l^2 R_\Psi) + \int \frac{d^2 l_1}{(2\pi)^2} [\vec{l}_1 \cdot (\vec{l} - \vec{l}_1)]^2 P_\Psi(l_1) P_\tau(|\vec{l} - \vec{l}_1|), \tag{7.107}
\]
where
\[
R_\Psi = \frac{1}{4\pi} \int l_{1}^2 d l_1 P_\Psi(l_1). \tag{7.108}
\]

The first term in the equation above shows that the lensed power spectrum differs from the unlensed one by a factor that scales as \( l^2 \). The second term represents the convolution of the unlensed power spectrum with the power spectrum of the lensing potential.

The comparison between the unlensed and the lensed power spectra of the CMB temperature fluctuations is shown in the upper panels of Fig. 7.3 for a Planck-like cosmological model (Planck Collaboration et al. 2020). In short, the effects of lensing on the CMB temperature power spectrum are (1) to lower the amplitude of the peaks, (2) to broaden them, and (3) to create power at the small scales or high multipoles.
7.3.2 Lensing of the CMB Polarization

Since Thomson scattering does not produce circular polarization, the polarization of the CMB can be described by a symmetric, trace-free, and rank-2 tensor field, whose components in the coordinate basis are the Stokes parameters $Q$ and $U$:

$$\mathcal{P} = \frac{1}{2} \begin{pmatrix} Q & U \\ U & -Q \end{pmatrix}.$$  \hfill (7.109)

An alternative way to describe the polarization is by using the complex representation of $\mathcal{P}$,

$$\mathcal{P}_\pm = Q \pm iU.$$  \hfill (7.110)

Any polarization pattern can be decomposed into parity conserving “electric” $\mathcal{E}$ and parity flipping “magnetic” $\mathcal{B}$ modes. In flat-sky approximation, this decomposition can be written in Fourier space as

$$\hat{\mathcal{E}} \pm i\hat{\mathcal{B}} = \exp(\pm 2i\varphi)(\hat{U} \pm i\hat{Q}).$$  \hfill (7.111)

For the unlensed case, since the CMB polarization at the last scattering surface is expected to be a pure E-mode (except for the polarization possibly produced by gravitational waves), we have that

$$\hat{U} \pm i\hat{Q} = \exp(\mp 2i\varphi)\hat{\mathcal{E}}.$$  \hfill (7.112)

Now, we compute the E- and B-mode polarization power spectra for the lensed CMB. After substituting $\tau(\vec{\theta})$ with $\mathcal{P}_\pm(\vec{\theta})$ in Eq. 7.98, we can repeat the calculations shown in Sect. 7.3.1. This implies substituting $\hat{\tau}(\vec{l}_1)$ with $\exp(\mp 2i\varphi_1)\hat{\mathcal{E}}$ in Eqs. 7.102 and 7.103. By doing so, and by multiplying the result by $\exp \pm 2i\varphi$, we obtain the observed (or lensed) combinations

$$\hat{\mathcal{E}}_{\text{obs}}(\vec{l}) \pm i\hat{\mathcal{B}}_{\text{obs}}(\vec{l}) \approx \hat{\mathcal{E}}(\vec{l}) + \mathcal{F}_1^\mathcal{E}(\vec{l}) + \mathcal{F}_2^\mathcal{E}(\vec{l}),$$  \hfill (7.113)

where

$$\mathcal{F}_1^\mathcal{E}(\vec{l}) = \int \frac{d^2l_1}{(2\pi)^2} \vec{l}_1 \cdot (\vec{l} - \vec{l}_1) \exp[\pm 2i(\varphi_1 - \varphi)]\hat{\Psi}(\vec{l}_1)\hat{\mathcal{E}}(\vec{l} - \vec{l}_1),$$  \hfill (7.114)

and

$$\mathcal{F}_2^\mathcal{E}(\vec{l}) = \frac{1}{2} \int \frac{d^2l_1}{(2\pi)^2} \int \frac{d^2l_2}{(2\pi)^2} \hat{\mathcal{E}}(\vec{l}_1)\hat{\mathcal{E}}(\vec{l}_2)\hat{\Psi}(\vec{l}_1)\hat{\Psi}(\vec{l} - \vec{l}_1 - \vec{l}_2)$$
$$\times \exp[\pm 2i(\varphi_1 - \varphi)]\hat{\mathcal{E}}(\vec{l}_1)\hat{\mathcal{E}}(\vec{l}_2)\hat{\Psi}(\vec{l} - \vec{l}_1 - \vec{l}_2).$$  \hfill (7.115)
We can use them to form the power spectra
\[
(\hat{E} + i \hat{B})(\hat{E} + i \hat{B}) = P_E(l) + P_B(l) ,
\]
and
\[
(\hat{E} + i \hat{B})(\hat{E} - i \hat{B}) = P_E(l) - P_B(l) .
\]
Their sum and difference yield the separate power spectra \(P_E(l)\) and \(P_B(l)\), which turn out to be
\[
P_{E,\text{obs}}(l) = (1 - l^2 R_\Psi) P_E(l) \\
+ \int \frac{d l_1}{(2\pi)^2} \langle \vec{l}_1 \cdot (\vec{l} - \vec{l}_1) \rangle^2 \cos^2 2(\varphi - \varphi_1) P_\Psi(|\vec{l} - \vec{l}_1|) P_E(l_1) ,
\]
\[
P_{B,\text{obs}}(l) = \int \frac{d l_1}{(2\pi)^2} \langle \vec{l}_1 \cdot (\vec{l} - \vec{l}_1) \rangle^2 \sin^2 2(\varphi - \varphi_1) P_\Psi(|\vec{l} - \vec{l}_1|) P_E(l_1) .
\]
These equations give the power spectra to the lowest order in \(P_\Psi(l)\), and they show some interesting results:

- First of all, the observed E-mode polarization power spectrum differs from the temperature fluctuation power spectrum by the phase factor \(\cos^2 2(\varphi - \varphi_1)\) in the integral. The angles \(\varphi\) and \(\varphi_1\) are the angles that \(\vec{l}\) and \(\vec{l}_1\) form with the \(\theta_1\)-axis. If the Fourier modes of the lensing potential and the unlensed E-mode polarization are not aligned, then the phase factor is different from unity.
- In this case, \(\sin^2 2(\varphi - \varphi_1) \neq 0\) and lensing creates B-mode from E-mode polarization. Thus, lensing introduces a B-mode, even if the unlensed polarization is a pure E-mode.

The lensed E- and B-mode polarization power spectra are shown in the bottom panels of Fig. 7.3, where they are compared to their unlensed counterparts. The effects of lensing on the shape of the E-mode polarization power spectrum are similar to those shown in the upper panels for the temperature fluctuations power spectrum.

### 7.3.3 Reconstruction of the Lensing Potential

A mass over-density produces a characteristic pattern on the CMB temperature (see Fig 7.2). This pattern can be used to reveal the presence of such over-density. The idea is as follows. Because of lensing, the observed temperature distribution around the over-density will not be isotropic, as if the CMB was unlensed. On the contrary,
the correlations between many temperature anisotropies will provide information about the over-density’s lensing potential and allow its recovery.

One possibility to achieve this recovery is through the construction of a temperature quadratic estimator (Hu 2001). As seen in the previous sections, lensing mixes Fourier modes, introducing correlations between formerly uncorrelated modes, $\hat{\tau}(\vec{l})$ and $\hat{\tau}(\vec{l} - \vec{L})$. Considering only the first order terms in $\hat{\Psi}$ in Eq. 7.105, we find

$$\hat{\tau}_{\text{obs}}(\vec{l}) = \hat{\tau}(\vec{l}) + \int \frac{d^2 l_1}{(2\pi)^2} \vec{l}_1 \cdot (\vec{l} - \vec{l}_1) \hat{\Psi}(\vec{l}_1) \hat{\tau}(\vec{l} - \vec{l}_1).$$

Thus, the expected correlation between different modes is
\[ \langle \hat{\tau}_{\text{obs}}(\vec{l}) \hat{\tau}_{\text{obs}}^*(\vec{l} - \vec{L}) \rangle = (2\pi)^2 \delta_D(\vec{L}) P_\tau(l) - \left[ \vec{L} \cdot (\vec{L} - \vec{l}) P_\tau(|\vec{l} - \vec{L}|) + \vec{L} \cdot \vec{l} P_\tau(l) \right] \hat{\Psi}(\vec{L}) . \]

(7.121)

Let us define now the filter \( w(\vec{l}, \vec{L}) \) such that

\[ N(\vec{L}) \int \frac{d^2l}{(2\pi)^2} \left[ \hat{\tau}_{\text{obs}}(\vec{l}) \hat{\tau}_{\text{obs}}^*(\vec{l} - \vec{L}) \right] w(\vec{l}, \vec{L}) = \hat{\Psi}_{\text{est}}(\vec{L}) . \]

(7.122)

The quantity on the right-hand side of the equation is the estimate of the Fourier transform of lensing potential. We want this estimate to be unbiased,

\[ \langle \hat{\Psi}_{\text{est}} \rangle = \hat{\Psi} . \]

(7.123)

Given Eq. 7.121, this constraint implies that the normalization factor is

\[ N(\vec{L})^{-1} = - \int \frac{d^2l}{(2\pi)^2} \left[ \vec{L} \cdot (\vec{L} - \vec{l}) P_\tau(|\vec{l} - \vec{L}|) + \vec{L} \cdot \vec{l} P_\tau(l) \right] w(\vec{l}, \vec{L}) . \]

(7.124)

To find \( w(\vec{l}, \vec{L}) \), we require that the variance,

\[ \langle (\hat{\Psi}_{\text{est}} - \hat{\Psi})^2 \rangle \approx \langle |\Psi_{\text{est}}|^2 \rangle , \]

(7.125)

is minimized. From Eq. 7.122, we obtain

\[ \langle \Psi_{\text{est}}(\vec{L}) \Psi_{\text{est}}^*(\vec{L}') \rangle = N(\vec{L})^2 \delta_D(\vec{L} - \vec{L}') \int \frac{d^2l}{(2\pi)^2} P_{\tau\text{tot}}(l) P_{\tau\text{tot}}^*(|\vec{l} - \vec{L}|) w^2(\vec{l}, \vec{L}) , \]

(7.126)

where we have included the noise contribution to the total, lensed power spectrum, \( P_{\tau\text{tot}}(l) = P_{\tau\text{obs}}(l) + P_{\tau\text{noise}}(l) \). By taking the derivative of the variance with respect to \( w \) and setting it to zero, under the constraint given by Eq. 7.123, we obtain

\[ w(\vec{l}, \vec{L}) = \frac{\vec{L} \cdot (\vec{L} - \vec{l}) P_\tau(|\vec{l} - \vec{L}|) + \vec{L} \cdot \vec{l} P_\tau(l)}{2 P_{\tau\text{tot}}^*(|\vec{l} - \vec{L}|) P_{\tau\text{tot}}(l)} . \]

(7.127)

Thus, applying this filter to the squared temperature field will return an unbiased estimate of the lensing potential. Note that, however, the estimator is only valid to the lowest order in the lensing potential. This means that, in reality, the estimator is biased due to the significance of higher-order terms. Note also that this is only one of the possible ways to recover \( \hat{\Psi} \) from the CMB (Lewis & Challinor 2006). For example, quadratic estimators can also be constructed for the polarization (Hu & Okamoto 2002).
7.4 Python Applications

7.4.1 Effective Shear and Potential

We consider an effective convergence map resulting from the propagation of bundles of light rays through the matter distribution of a cosmological simulation. More specifically, the map used in these examples was created with the code MAPSIM (Giocoli et al. 2015) by ray-tracing through 32 lens planes extracted from an N-body simulation representative of a flat universe with cosmological parameters \( \Omega_{m,0} = 0.32, \Omega_{b,0} = 0.049, \sigma_8 = 0.83, n_s = 0.96, \) and \( H_0 = 67 \text{ km s}^{-1} \text{ Mpc}^{-1}. \) The same simulation was analyzed by Hilbert et al. (2020) for testing the accuracy of several weak lensing simulation codes, including MAPSIM. The effective convergence map is computed for a source redshift \( z_S = 1. \) Its side-length is 10 degrees. The map is shown in the upper left panel of Fig. 7.4.

In this example, we use the effective convergence to generate maps of effective shear and potential. As done earlier, we use the relations between these quantities in Fourier space (see, e.g., Sect. 6.2.5).

We begin with the effective shear. The procedure is the inverse of that described in Sect. 6.4.3. We begin by computing the Fourier transform of the convergence map, \( \hat{\kappa}. \) The two components of the shear in Fourier space are given by

\[
\hat{\gamma}_1 = \frac{k_2^2 - k_1^2}{k^2} \hat{\kappa}, \\
\hat{\gamma}_2 = \frac{2k_1k_2}{k^2} \hat{\kappa},
\]

(7.128)

where \( \vec{k} = (k_1, k_2) \) is the wave vector, as usual. The inverse Fourier transform of \( \hat{\gamma}_1 \) and \( \hat{\gamma}_2 \) returns the maps of \( \gamma_1 \) and \( \gamma_2. \) The procedure is implemented in the function `shearFromConvergence` below. Note that we do not perform any zero-padding in this application. Indeed, given the size of the effective convergence map we can safely assume periodic conditions on the boundary.

```python
import scipy.fftpack as fftengine
import numpy as np
import astropy.io.fits as pyfits

def shearFromConvergence(kappa):
    """
    Computes the components of the shear from the input map of the effective convergence

    :param kappa: input convergence map (assumed to be a n x n array)
    :return: shear1 and shear2 - maps of the two shear components
    """
    kfreq = fftengine.fftfreq(kappa.shape[0])
    kx, ky = np.meshgrid(kfreq, kfreq)
    kappahat = fftengine.fft2(kappa)
    gamma1hat = (kx**2 - ky**2) / (kx**2 + ky**2) * kappahat
    gamma2hat = 2 * kx * ky / (kx**2 + ky**2) * kappahat
    shear1 = fftengine.ifft2(gamma1hat)
    shear2 = fftengine.ifft2(gamma2hat)
```

Fig. 7.4 Maps of effective convergence (panel a), shear modulus $\gamma$ (panel b), and shear components (panels c and d)

```python
k2 = kx**2 + ky**2
k2[0,0] = 1

# Fourier transform the convergence map
fourier_kappa = fftengine.fftn(kappa)

# compute the shear components in Fourier space
# and inverse transform

shear1_ft = (kx**2 - ky**2) * fourier_kappa / k2
shear2_ft = 2.0 * kx * ky * fourier_kappa / k2
shear1 = fftengine.ifftn(shear1_ft).real
shear2 = fftengine.ifftn(shear2_ft).real
```
return shear1, shear2

# read convergence map from file:
hd1 = pyfits.open('test_kappaBApp_2.fits')
kappa = hd1[0].data

shear1, shear2 = shearFromConvergence(kappa)

The resulting maps of the shear components $\gamma_1$ and $\gamma_2$ are shown in panels C and D of Fig. 7.4. The map of the shear modulus, $\gamma = \sqrt{\gamma_1^2 + \gamma_2^2}$, is shown in panel B.

We can now compute the map of the effective lensing potential corresponding to the effective convergence $\kappa_{\text{eff}}$. As seen in Sect. 3.7.2, the calculation is also done in Fourier space:

```python
def PotentialFromConvergence(kappa):
    npix = kappa.shape[0]
    kfreq = fftengine.fftfreq(npix, 1.0/npix)*2.0*np.pi
    kx, ky = np.meshgrid(kfreq, kfreq)
    k2 = kx**2 + ky**2
    k2[0,0] = 1

    fourier_kappa = fftengine.fftn(kappa)
    fourier_pot = -fourier_kappa*2.0/k2

    pot = fftengine.ifftn(fourier_pot).real/2.0/np.pi
    return pot
```

The map of the effective potential is shown in Fig. 7.5.

### 7.4.2 Power Spectrum

In this example, we illustrate how to compute the power spectrum of a 2D-map. We assume a flat-sky, and we calculate the power spectrum of the effective convergence and of the shear.

The procedure is as follows. First, we compute the Fourier transform of the input map. Note that in this example we assume that the map is a square numpy array:

```python
# set the number of pixels and the unit conversion factor
npix = input_map.shape[0]
factor = 2.0*np.pi/(BoxSize*np.pi/180.0)

# take the Fourier transform of the input map:
fourier_map = fftengine.fftn(input_map)/npix**2
```
Then, we compute the Fourier amplitudes and store them in a one-dimensional array:

```python
# compute the Fourier amplitudes
fourier_amplitudes = np.abs(fourier_map)**2
fourier_amplitudes = fourier_amplitudes.flatten()
```

We need to associate a wave number with each Fourier amplitude:

```python
# compute the wave vectors
kfreq = fftengine.fftfreq(input_map.shape[0])*input_map.shape[0]
kfreq2D = np.meshgrid(kfreq, kfreq)
# take the norm of the wave vectors
knrm = np.sqrt(kfreq2D[0]**2 + kfreq2D[1]**2)
knrm = knrm.flatten()
```

We create bins of the wave number $k$. We will evaluate the power spectrum in these bins:

```python
# set up k bins. The PS will be evaluated in these bins
half = npix/2
rbins = int(np.sqrt(2*half**2))+1
kbins = np.linspace(0.0,rbins,(rbins+1))
# use the middle points in each bin to define the values of k
```

**Fig. 7.5** Map of the effective potential obtained from the convergence map in panel a of Fig. 7.4
Finally, we compute the power spectrum by binning the wave numbers and calculating the mean value of the corresponding Fourier amplitudes in each bin. This can be done using the function `binned_statistics` from `scipy.stats`:

```python
# now compute the PS: calculate the mean of the
# Fourier amplitudes in each kbin
Pbins, _, _ = stats.binned_statistic(knrm, fourier_amplitudes,
statistic = "mean",
bins = kbins)
```

All the previous steps are included in the function `compute_PS`:

```python
def compute_PS(input_map, FieldSize):
    
    """
    Compute the angular power spectrum of input_map.
    :param input_map: input map (n x n numpy array)
    :param FieldSize: the side-length of the input map in degrees
    
    :return: l, P_l - the power-spectrum at l
    """
    
    # set the number of pixels and the unit conversion factor
    npix = input_map.shape[0]
    factor = 2.0*np.pi/(FieldSize*np.pi/180.0)

    # take the Fourier transform of the input map:
    fourier_map = fftengine.fftn(input_map)/npix**2

    # compute the Fourier amplitudes
    fourier_amplitudes = np.abs(fourier_map)**2
    fourier_amplitudes = fourier_amplitudes.flatten()

    # compute the wave vectors
    kfreq = fftengine.fftfreq(input_map.shape[0])*input_map.shape[0]
    kfreq2D = np.meshgrid(kfreq, kfreq)

    # take the norm of the wave vectors
    knrm = np.sqrt(kfreq2D[0]**2 + kfreq2D[1]**2)
    knrm = knrm.flatten()

    # set up k bins. The PS will be evaluated in these bins
    half = npix/2
    rbins = int(np.sqrt(2*half**2))+1
    kbins = np.linspace(0.0,rbins,(rbins+1))

    # use the middle points in each bin to define the values of k
    # where the PS is evaluated
    kvals = 0.5 * (kbins[1:] + kbins[:-1])*factor
```
# now compute the PS: calculate the mean of the Fourier amplitudes in each kbin
Pbins, _, _ = stats.binned_statistic(knrm, fourier_amplitudes,
statistic = "mean",
bins = kbins)

# return kvals and PS
l=kvals[1:]
P1=Pbins[1:]/factor**2
return l, P1

Now, we can use the function `compute_PS` to compute the power spectra of the maps of the effective convergence and the shear described in the previous example:

FieldSize=10

# compute the power spectra of convergence and of the shear components:
lk,Plk=compute_PS(kappa,FieldSize)
lg,Pg1k=compute_PS(shear1,FieldSize)
lg,Pg2k=compute_PS(shear2,FieldSize)
# the shear power spectrum is the sum of the power spectra of the two shear components:
Pgk=Pg1k+Pg2k

The power spectra of the convergence and the shear are shown in Fig. 7.6 (blue dashed and red dotted lines, respectively). Not surprisingly, they are (almost) identical (see Eq. 7.58)! We also show the convergence power spectrum calculated for the same cosmological model by using Eq. 7.51 with the non-linear power spectrum $P_\delta(l)$ as given by the fitting formulae of Peacock and Dodds (1996) (solid black line). As we can see, the spectra measured from the maps agree well with the theoretical expectations, except for high $l$-values. At these small angular scales, we approach the resolution limit of the input maps. For this reason, we measure a power lower than expected at these scales.

### 7.4.3 Correlation Functions

We use the maps from the previous examples to generate a catalog of reduced shear measurements. Using this catalog, we compute second order shear statistics. Note that, in this illustrative example, we ignore important sources of noise affecting the shear measurements (including the intrinsic shape noise).

We assume a random distribution of 6,000,000 sources in our field-of-view of 100 sq. degrees (i.e. $\sim$17 sources per sq. arcmin). We use the `rand` function of the module `numpy.random` to generate their positions x and y:
Fig. 7.6  Power spectra of the effective convergence (blue dashed line) and the effective shear (red dotted line) measured from the maps in panels a, c, and d of Fig. 7.4. The solid black line shows the power spectrum calculated using Eq. 7.51

```python
x = np.random.rand(6000000)*kappa.shape[0]
y = np.random.rand(6000000)*kappa.shape[0]
x_deg=(x/kappa_in.shape[0]*10.0-5.0)
y_deg=(y/kappa_in.shape[0]*10.0-5.0)
```

Then, by means of bi-linear interpolation of the shear and convergence maps at $(x,y)$, we assign a lensing “ellipticity” to each source. For this purpose, we use the `map_coordinates` function of `scipy.ndimage`:

```python
from scipy.ndimage import map_coordinates
# interpolate the convergence and shear maps
kappa_ = map_coordinates(kappa, [[y], [x]], order=1, prefilter=True).flatten()
shear1_ = map_coordinates(shear1, [[y], [x]], order=1, prefilter=True).flatten()
shear2_ = map_coordinates(shear2, [[y], [x]], order=1, prefilter=True).flatten()
# compute the real and imaginary parts of the reduced shear as an estimate of the ellipticity
e1=shear1_/(1.0-kappa_)
e2=shear2_/(1.0-kappa_)
```

Having assigned the ellipticity $\epsilon = \epsilon_1 + i\epsilon_2$ to each source, we can proceed with the calculation of the correlation functions $\xi_+ (\phi)$ and $\xi_- (\phi)$. For this purpose we can do as follows. We select all pairs of sources that have an angular separation within $\Delta \phi$ of $\phi$. For each pair, we compute the tangential and the cross component of the ellipticity, $\epsilon_t$ and $\epsilon_\times$ (cfr. Eqs. 7.60). Then, we take the averages $\langle \epsilon_{ti} \epsilon_{tj} \rangle$ and $\langle \epsilon_{xti} \epsilon_{xkj} \rangle$ over all the pairs. As said, we did not assign intrinsic ellipticities to the sources. However, even if we did it, since $\epsilon \approx \epsilon_t + \gamma$, the expectation values of $\langle \epsilon_{ti} \epsilon_{tj} \rangle$ and $\langle \epsilon_{xti} \epsilon_{xkj} \rangle$ are $\langle \gamma_{ti} \gamma_{tj} \rangle$ and $\langle \gamma_{xti} \gamma_{xkj} \rangle$ assuming that $\kappa \ll 1$. More
generally, we could define the estimators

\[ \xi_{ii}(\phi) = \frac{\sum_{ij} w_i w_j \epsilon_{ii}(\vec{\theta}_i) \epsilon_{ij}(\vec{\theta}_j)}{\sum_{ij} w_i w_j} \], \quad (7.129) \\

\[ \xi_{\times\times}(\phi) = \frac{\sum_{ij} w_i w_j \epsilon_{\times i}(\vec{\theta}_i) \epsilon_{\times j}(\vec{\theta}_j)}{\sum_{ij} w_i w_j} \], \quad (7.130) \\

where \( \phi = |\vec{\theta}_i - \vec{\theta}_j| \) and \( w_i \) are weights assigned to each source. The correlation functions \( \xi_+ (\phi) \) and \( \xi_- (\phi) \) are then obtained from Eqs. 7.69 and 7.70.

Performing this calculation can be expensive in terms of computation time and memory usage. However, algorithms exist that can make it more efficient. For example, one can use space-partitioning data structures, like, e.g. k-d trees or ball-trees (Friedman et al. 1145, Omohundro 1989, “Orthogonal Range Searching” 2008). This approach is used in the python package TRECORR (Jarvis et al. 2004), which we employ in this example.

First of all, we save the source positions and ellipticities into a TRECORR catalog:

```python
import treecorr
mycat = treecorr.Catalog(x=x_deg, y =y_deg, g1 =g1, g2 =g2,
                         x_units='deg', y_units ='deg')
```

Then, we specify the angular scales and binning for the computation of the correlation functions, and we process the catalog:

```python
# we choose do compute the correlation functions
# in 50 bins between 0.4 and 100 arcmin
corrf = treecorr.GGCorrelation(min_sep=0.4, max_sep =100,
                               nbins=50, sep_units='arcmin')
corrf.process(mycat)
```

The resulting correlation functions can be extracted from `corrf` as follows:

```python
phi = numpy.exp(corrf.meanlogr)  # the angles where the
   # correlation functions are
   # computed
xip = corrf.xip  # the function \xi_+
xim = corrf.xim  # the function \xi_-
```

The results of the computation are shown in Fig. 7.7. The measured correlation functions \( \xi_\pm (\phi) \) are given by the solid blue and green lines, respectively. The theoretical models using the cosmological parameters of the simulation correspond to the dashed lines.
Fig. 7.7  Shear 2-point correlation functions measured from the maps in Fig. 7.4. The measured $\xi_+$ and $\xi_-$ functions are given by the solid blue and green lines, respectively. The dashed lines show the theoretical expectations given the cosmological parameters used in the simulation.

Note that TREECORR can compute the other second order statistics introduced in this chapter.
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Part III

Appendixes
8.1 Installation

For the Python examples discussed in this book, we used Anaconda Python 2.7 or 3.6. We expect that any other Python distribution should work equally well.

If the reader opts for Anaconda Python, they can download the installer, available for Windows, Mac OS X, and Linux platforms, from https://www.anaconda.com. Following the installation instructions, Python should be ready to use within minutes.

8.2 Documentation

There are many books and resources online to learn how to program in Python. The list below is just a starting point and does not want to be complete:

- The official online documentation, as well as links to many other useful guides and books, can be found at this URL: http://www.python.org/doc.
- Several platforms for e-learning propose courses to learn Python. Some of these courses can be found at Codecademy, datacamp, and Coursera.
- Google also offers a Python class online.
- A Byte of Python is a free, online book for beginners.

8.3 Running Python

You can run Python programs in several ways:

- For using the interactive interpreter, launch “python” in a shell. At the Python prompt, type your commands. Quit the interpreter with Ctrl+D or type “exit()” when finished.
• Create your script with an extension “.py” and run it in a shell by typing “python <script name>.py.”
• Use an interactive development environment (IDE). There are several options available (e.g., Spyder, Rodeo, PyCharm, etc.).
• Use a web-based interactive development environment like Jupyter Notebook, or Jupyter lab (if you use Python 3.x).

### 8.4 Your First Python Code

Try running the code:

```python
# your first python code -- this is a comment
print ("Hello World!")
```

Congratulations! You have run your first Python code!

### 8.5 Variables

Variables are reserved memory locations to store values. Setting them in Python is extremely easy:

```python
int_var = 4
float_var = 7.89778
boolean_var = True
string_var = "My name is Python"
obj_var=some_class_name(par1,par2)
```

### 8.6 Strings

String constants can be defined in three ways:

```python
single_quotes = 'my name is Python'
double_quotes = "my name is Python"
triple_quotes = """my name is Python and this is a multiline string."""
#This can contain line breaks!
```

Note that you can combine single and double quotes:

```python
double_quotes1 = 'my name is "Python"
double_quotes2 = "don’t"
```

otherwise you have to use backslashes:

```python
double_quotes3 = 'don\'t'
```
Strings can be sliced:

```python
my_name='Massimo Meneghetti'
name = my_name[:7]
surname = my_name[8:]
a_piece_of_my_name=my_name[4:7]
```

You can make many operations with strings. Check out this URL to learn more: [https://docs.python.org/2/library/stdtypes.html](https://docs.python.org/2/library/stdtypes.html).

Some examples:

- **String concatenation:**
  ```python
  back_to_my_full_name=name+''+surname
  ```

- **Convert into upper case**
  ```python
  my_name_uppercase=back_to_my_full_name.upper()
  ```

The built-in function `str` converts numbers into strings:

```python
my_int=2
my_float=2.0
str_int=str(my_int)
str_float=str(my_float)
```

Another way to include numbers in strings is

```python
my_string1 = 'My integer is %d.' % my_int
my_string2 = 'My float is %f.' % my_float
my_string3 = 'My float is %3.1f (with only one decimal)' % my_float
```

With several variables, we need to use parentheses:

```python
a = 2
b = 67
my_string4 = '%d %d = %d' % (a, b, a+b)
```

```python
a = 2
b = 67.3
my_string5 = '%d %5.2f = %5.1f' % (a, b, a+b)
```

Not only you can convert numbers into string, but you can do the reverse operation:

```python
s = '23'
i = int(s)
s = '23'
i = float(s)
```
To remove spaces at beginning and end of a string, you can do as follows:

```python
stripped = a_string.strip()
```

The method to replace part of a string is instead:

```python
newstring = a_string.replace('abc', 'def')
```

Important note: A Python string is “immutable.” In other words, it is a constant that cannot be changed in place. All string operations create a new string.

### 8.7 Lists

A list is a dynamic array of any objects. It is declared with square brackets:

```python
a_list = [1, 2, 3, 'abc', 'def']
```

Lists may contain lists:

```python
another_list = [a_list, 'abc', a_list, [1, 2, 3]]
```

Note that `a_list` in this case is a pointer.

You can access a specific element of the list using the index (index starts at zero):

```python
elem = a_list[2]
elem2 = another_list[3][1]
```

It is easy to test if an object is in the list:

```python
if 'abc' in a_list:
    print 'bingo!'
```

The operation of extracting part of a list is called slicing:

```python
list2 = a_list[2:4]  # returns a list with items 2 and 3 (not 4)
```

Other examples of list operations are appending and removing operations:

```python
a_list.append('ghi')
a_list.remove('abc')
```

You can learn about other list operations here: http://docs.python.org/lib/typesseq.html.
8.8 Tuples

The tuple data type is similar to a list, but it has a fixed size and is immutable. Once a tuple has been created, its elements may not be changed, removed, appended, or inserted.

You can define a tuple using round brackets and comma-separated values:

```python
a_tuple = (1, 2, 3, 'abc', 'def')
```

but brackets are optional:

```python
another_tuple = 1, 2, 3, 'abc', 'def'
```

Tip: A tuple containing only one item must be declared using a comma; otherwise, it is not considered as a tuple:

```python
a_single_item_tuple = ('one value',)
```

Remark 8.1. Tuples are not constant lists—this is a common misconception. Lists are intended to be homogeneous sequences, while tuples are heterogeneous data structures.

In some sense, tuples may be regarded as simplified structures, in which position has a semantic value [e.g. (name,surname,age,height,weight)]. For this reason, they are immutable, contrary to lists.

8.9 Dictionaries

A dictionary (or “dict”) is a way to store data just like a list. Dictionaries are initialized using curl brackets:

```python
person = {'name': 'Massimo', 'surname': 'Meneghetti'}
```

You can access the elements of the dictionary by using keys:

```python
person['name']
```

The keys can also be numbers:

```python
person = {'name': 'Massimo', 'surname': 'Meneghetti', 1: 'new data'}
```

8.10 Blocks and Indentation

Blocks of code are delimited using indentation, either spaces or tabs at the beginning of lines.

Tip: NEVER mix tabs and spaces in a script, as this could generate bugs that are very difficult to find.
8.11 IF/ELIF/ELSE

Here is an example of how to implement an IF/ELIF/ELSE loop:

```python
if a == 3:
    print 'The value of a is:'
    print 'a=3'
if a == 'test':
    print 'The value of a is:'
    print 'a="test"'
test_mode = True
else:
    print 'a!="test"'
test_mode = False
do_something_else()
if a == 1 or a == 2:
    pass  # do nothing
elif a == 3 and b > 1:
    pass
elif a==3 and not b>1:
    pass
else:
    pass
```

8.12 While Loops

While loops can be implemented as follows:

```python
a=1
while a<10:
    print a
    a += 1
```

8.13 For Loops

The following are examples of for loops. For running the index a between 0 and 9, you can do as follows:

```python
for a in range(10):
    print a
```

For looping over the elements of a list, you can use this syntax:
```python
my_list = [2, 4, 8, 16, 32]
for a in my_list:
    print a
```
8.14 Functions

Functions can be defined in Python as follows:

```python
def compute_sum(arg1, arg2):
    # implement function to calculate the sum of two numbers
    res = arg1 + arg2
    return(res)
```

The function declaration starts with the `def` statement followed by the function name and by the arguments within the round brackets. The arguments can be initialized to default values:

```python
def compute_sum(arg1=1, arg2=1):
    # implement function to calculate the sum of two numbers
    res = arg1 + arg2
    return res
```

They can be of any type (e.g., simple variables, lists, tuples, etc.). The function can be called by typing the function name. If the function returns a value or object, this is assigned to a variable as follows:

```python
summa = compute_sum(3.0, 7.0)
```

It is possible to create global variables outside of a function. These variables can be used by everyone, both inside and outside the function.

```python
c = 3

def use_global_c(val):
    # this function uses a global variable
    print(val + c)
```

Variables created inside a function are local. They can be made global using the `global` keyword:

```python
def global_c(val):
    # this function change the value of a global variable
    global c
    c = val

global_c(10)
p = (c)
```

8.15 Classes

Python is an object-oriented programming language. Almost everything in Python is an object with its properties and methods.
Classes are a way to group a set of functions and methods dedicated to specific objects. For example, we may want to define a class called “square,” containing the methods to compute the square properties, such as the perimeter and the area. The object is created using a “constructor” function, which assigns values to the object properties. The name of this function is `__init__`. It is always executed when the class is initiated:

```python
class square:
    # the constructor:
    def __init__(self, side):
        self.side = side

    # area of the square:
    def area(self):
        return(self.side*side)

    # perimeter of the square:
    def perimeter(self):
        return(4.0*self.side)
```

The self-parameter is a reference to the current instance of the class and is used to access variables that belong to the class. It has to be the first parameter of any function in the class.

We can use the class to define a square object:

```python
s=square(3.0) # a square with side length 3
```

To use the object methods (or any other object attribute, like `side`, we use the “.” operator:

```python
print s.area()
print s.perimeter()
print s.side
s.side=s.side+2 # here we are modifying the attribute side of s
```

### 8.16 Inheritance

As in other languages (e.g., C++), Python supports inheritance. Inheritance allows us to define a class that inherits all the methods and properties of another class. The class being inherited from is called parent or base class. The class that inherits from another class is called child or derived class.

For example:

```python
class geometricalFigure(object):
    def __init__(self, name):
        self.name = name
```
8.16 Inheritance

```python
def getName(self):
    print 'this is a %s' % self.name

class square(geometrical_figure):  

    # the constructor:
    def __init__(self, side):
        geometricalFigure.__init__(self, 'square')
        self.side = side

    # area of the square:
    def area(self):
        return(self.side * self.side)

    # perimeter of the square:
    def perimeter(self):
        return(4.0 * self.side)

class circle(geometrical_figure):

    # the constructor:
    def __init__(self, radius):
        geometricalFigure.__init__(self, 'circle')
        self.radius = radius

    # area of the square:
    def area(self):
        return(3.141592653 * self.radius ** 2)

    # perimeter of the square:
    def perimeter(self):
        return(2.0 * self.radius * 3.141592653)

s = square(3.0)
c = circle(3.0)
s.getName()
c.getName()
```

In the example above, square and circle are two classes derived from the base class geometricalFigure. They have some specialized methods to compute the area and the perimeter, but both can access the method getName. They have inherited it from the parent class geometricalFigure.
8.17 Modules

A module is a sort of code library. It is a file containing Python definitions and statements (constants, functions, classes, etc.). The file name is the module name with the suffix .py appended.

Modules can be imported in another script by using the import statement:

```python
import modulename
```

The classes, functions, and statements contained in the module can be accessed using the . operator.

Modules can import other modules. It is customary but not required to place all import statements at the beginning of a module (or script, for that matter).

A variant of the import statement imports names from a module directly into the importing module’s symbol table:

```python
from modulename import something
```

8.18 Importing Packages

Packages can be added to your Python distribution using either the pip or easy_install utilities. Anaconda has its utility for installing a set of supported packages, called conda. To learn more, check out https://packaging.python.org/installing/.

Packages can be used by importing modules and classes in the code, as discussed above.

Some packages that we use a lot are:

- **NumPy**: fundamental package for scientific computing with Python (powerful N-dimensional array object, sophisticated functions, tools for integrating C/C++ and Fortran code, useful linear algebra, Fourier transform, and random number capabilities)
- **SciPy**: provides many user-friendly and efficient numerical routines such as routines for numerical integration and optimization
- **Matplotlib**: a Python 2D plotting library that produces publication quality figures in a variety of hard-copy formats and interactive environments across platforms
- **Astropy**: a community effort to develop a single core package for Astronomy in Python and foster interoperability between Python astronomy packages

Other packages are introduced in the examples.
We review in this appendix those aspects of the standard cosmological model that are relevant for understanding gravitational lensing and its applications.

9.1 The Friedmann–Lemaitre–Robertson–Walker Metric

The standard cosmological models are based on the assumption of the “Cosmological Principle”. This is the assertion that, on sufficiently large scales (beyond those traced by the large-scale structure of the galaxy distribution), the universe is homogeneous and isotropic. Originally introduced by Einstein and subsequent relativistic cosmologists without strict empirical justification, the Cosmological Principle is today accepted because it agrees with observations: data concerning radio galaxies, clusters of galaxies, quasars, and the microwave background all demonstrate that the level of anisotropy of the universe on very large scales is about one part in $10^5$.

The geometrical properties of the space–time are described by a metric. All events in the space–time have one time coordinate $x^0 = ct$, where $c$ is the velocity of light and $t$ is the proper time, and three space coordinates $x^1, x^2, x^3$. The interval between two events in the space–time can be written as

$$ds^2 = g_{ij}dx^i dx^j,$$

where repeated suffixes imply summation and $i, j$ both run from 0 to 3. The tensor $g_{ij}$ is the metric tensor, which describes the space–time geometry.
The most general space–time metric describing a universe in which the Cosmological Principle is obeyed is the Friedmann–Lemaitre–Robertson–Walker metric. Adopting this metric, Eq. 9.1 can be written as

$$\text{d}s^2 = (c\text{d}t)^2 - a(t)^2 \left( \text{d}w^2 + f_K(w)^2 (\text{d}\theta^2 + \sin^2 \theta \text{d}\phi^2) \right). \quad (9.2)$$

Here, \( \theta \) and \( \phi \) are angles that uniquely identify positions on the unit sphere around an arbitrary point chosen as origin, and \( w \) is a radial coordinate. The parameter \( K \) determines the curvature of spatial hyper-surfaces. It is a constant that can be scaled to assume only the values 1, 0 or \(-1\). The case \( K = 0 \) corresponds to the flat, Euclidean space, whose properties are familiar. The other two cases, \( K = 1 \) and \( K = -1 \), correspond, respectively, to hyper-spheres and spaces of constant negative curvature: the first is a closed space, with finite volume and no boundary; the second is an open (hyperbolic) space, i.e. infinite. The radial function \( f_K(w) \) is either a trigonometric, linear, or hyperbolic function of \( w \), depending on whether \( K \) is positive, zero, or negative,

$$f_K(w) = \begin{cases} \frac{1}{\sqrt{K}} \sin(\sqrt{K}w) & (K > 0) \\ w & (K = 0) \\ \frac{1}{\sqrt{-K}} \sinh(\sqrt{-K}w) & (K < 0) \end{cases} \quad (9.3)$$

Because of isotropy, spatial surfaces of constant distance from an arbitrary point need to be two spheres. If we define the radius \( r \) of the two spheres by \( f_K(w) = r \), then the metric in Eq. 9.2 takes the form

$$\text{d}s^2 = (c\text{d}t)^2 - a(t)^2 \left( \frac{\text{d}r^2}{1 - Kr^2} + r^2 (\text{d}\theta^2 + \sin^2 \theta \text{d}\phi^2) \right). \quad (9.4)$$

As can be easily seen in Eq. 9.4, the distance between two points in space depends on time only through the scale factor \( a(t) \), whose form will be shown later. Given that \( r, \theta, \) and \( \phi \) are time independent variables, these coordinates are called \textit{comoving}.

### 9.2 Redshift

If the scale factor \( a(t) \) changes with time, i.e. if the universe expands or shrinks, photons that are emitted by a source are redshifted or blueshifted while propagating to the observer.

Consider a luminous source at comoving distance \( r \), emitting photons whose wavelength is \( \lambda_e \) at time \( t_e \), and an observer placed at the origin of the coordinate system \((r = 0)\). We define the \textit{redshift} \( z \) of the source as

$$z = \frac{\lambda_0 - \lambda_e}{\lambda_e}, \quad (9.5)$$
where $\lambda_o$ is the wavelength of radiation from the source measured by the observer at time $t_o$.

Given that radiation travels along null geodesics in the space–time (i.e. $ds^2 = 0$), we obtain from Eq. 9.4:

\[
\int_{t_e}^{t_o} \frac{cdt}{a(t)} = \int_0^r \frac{dr'}{(1 - Kr'^2)} = f(r) .
\]  
\(9.6\)

The same result of Eq. 9.6 can also be obtained for light that is emitted by the source at time $t'_e = t_e + \delta t_e$ and received by the observer at time $t'_o = t_o + \delta t_o$:

\[
\int_{t'_e}^{t'_o} \frac{cdt}{a(t)} = f(r) .
\]  
\(9.7\)

Equations 9.6 and 9.7 imply that if $\delta t_e$ and $\delta t_o$ are small,

\[
\frac{\delta t_o}{a_o} = \frac{\delta t_e}{a_e} ,
\]  
\(9.8\)

where $a_o = a(t_o)$ and $a_e = a(t_e)$. Identifying the inverse of the time intervals $t_o$ and $t_e$ with the inverse frequencies of the observed and emitted radiations, $\nu_o$ and $\nu_e$, Eq. 9.8 can be written as

\[
\nu_e a_e = \nu_o a_o ,
\]  
\(9.9\)

or equivalently,

\[
\frac{a_e}{\lambda_e} = \frac{a_o}{\lambda_o} ,
\]  
\(9.10\)

from which

\[
1 + z = \frac{a_o}{a_e} .
\]  
\(9.11\)

This equation shows the relationship between the redshift $z$ and the scale factor $a(t)$: if the universe expands and $a_o > a_e$, then the light observed from distant sources is redshifted ($z > 0$).
9.3 The Friedmann Equations

The geometry of space–time, expressed by the metric tensor \( g_{ij} \), is related to the matter content of the universe, expressed by the energy–momentum tensor \( T_{ij} \), through Einstein’s field equations,

\[
R_{ij} - \frac{1}{2} R g_{ij} - \Lambda g_{ij} = \frac{8 \pi G}{c^4} T_{ij} ,
\]

(9.12)

where \( R_{ij} \) and \( R \) are the Ricci tensor and Ricci scalar, respectively.

The term \( \Lambda \) is called the cosmological constant. It was introduced by Einstein to enable for static cosmological solutions of the field equations. However, even after the expansion of the universe was observationally established, the cosmological constant refused to die. Its physical meaning can be easily understood by considering Eq. 9.12 in vacuum. In that case, the energy–momentum tensor is

\[
T_{ij}^{\text{vac}} = -\frac{c^4 \Lambda}{8 \pi G} g_{ij} .
\]

(9.13)

In other words, if the cosmological constant differs from zero, the vacuum has non-zero energy density and pressure.

The energy–momentum tensor of the universe is that of an homogeneous perfect fluid, which is characterized by its density \( \rho(t) \) and pressure \( p(t) \). For the Robertson–Walker metric, the Einstein’s equations simplify to the Friedmann equations,

\[
\left( \frac{\dot{a}}{a} \right)^2 = \frac{8 \pi G}{3} \rho - \frac{K c^2}{a^2} + \frac{\Lambda c^2}{3} \]

(9.14)

\[
\frac{\ddot{a}}{a} = -\frac{4}{3} \pi G \left( \rho + \frac{3 p}{c^2} \right) + \frac{\Lambda c^2}{3} .
\]

(9.15)

These two equations are not independent: the second can be recovered from the first if one takes the adiabatic expansion of the universe into account, i.e. if we assume that the change of internal energy equals minus the pressure times the change in proper volume,

\[
\frac{d}{dt} \left[ a^3(t) \rho(t) c^2 \right] = -p \frac{da^3(t)}{dt} .
\]

(9.16)

The time dependence of the scale factor \( a(t) \) can then be determined by integrating these differential equations and by fixing its value at one instant of time. We choose \( a = 1 \) at the present epoch \( t_0 \).
9.4 Cosmological Parameters

In this section we give a summary of the relevant cosmological parameters. First of all, we introduce the parameter used to quantify the relative expansion rate of the universe,

\[ H(t) \equiv \frac{\dot{a}(t)}{a(t)} \]  

(9.17)

which is called the Hubble parameter. Its value at the present epoch, \( H_0 = H(t_0) \), is known as the Hubble constant. Current measurements of this quantity roughly fall in the range \( H_0 = (60 \div 75) \text{ km s}^{-1} \text{ Mpc}^{-1} \) (Planck Collaboration 2020, Riess et al. 2016, Wong et al. 2020). The uncertainty in \( H_0 \) is commonly expressed as \( H_0 = 100h \text{ km s}^{-1} \text{ Mpc}^{-1} \), with \( h = (0.6 \div 0.75) \).

We then define the present critical density of the universe as

\[ \rho_{0,cr} \equiv \frac{3H_0^2}{8\pi G} \approx 1.9 \times 10^{-29}h^2 \text{ g cm}^{-3} , \]  

(9.18)

where \( G \) is the gravitational constant.

The density of the universe in units of \( \rho_{0,cr} \) is the density parameter,

\[ \Omega_0 \equiv \frac{\rho_0}{\rho_{0,cr}} . \]  

(9.19)

The value of \( \Omega_0 \) is crucial for cosmology.

All the components of the universe contribute to its density: baryonic and dark matter, radiation and relativistic particles, and vacuum. We call these contributions \( \Omega_{b,0} \), \( \Omega_{DM,0} \), \( \Omega_{r,0} \), \( \Omega_{\Lambda,0} \), respectively. The total contribution from the matter is \( \Omega_{m,0} = \Omega_{b,0} + \Omega_{DM,0} \). The most recent observations of the Cosmic Microwave Background by the ESA’s mission Planck suggest that the value of the total density parameter is very close to unity, \( \Omega_0 \sim 1 \), consistently with other cosmological probes such as baryon acoustic oscillation (BAO) measurements from galaxy redshift surveys (Alam et al. 2017), and observations of type Ia Supernovae (Scolnic et al. 2018). The contributions to the density parameter from dark and baryonic matter are \( \Omega_{DM,0} \sim 0.27 \) and \( \Omega_{b,0} \sim 0.04 \), respectively (Planck Collaboration 2020), i.e. the matter content of the universe is dominated by dark matter. The commonly accepted hypothesis is that dark matter is nearly collision-less and in the form of massive, weakly interacting particles. The relativistic component candidates today are photons and neutrinos. Their cosmic density contribution, \( \Omega_{r,0} = \Omega_{\gamma,0} + \Omega_{\nu,0} \), is estimated to be \( \sim 3.2 \times 10^{-5}h^{-2} \). This is four orders of magnitude smaller than the today estimated value of the matter density parameter of the universe and can thus be considered negligible.

As was pointed out in the previous section, a non-null cosmological constant means that the vacuum has a finite density. This density can be written in units of
the critical density as

$$\Omega_{\Lambda,0} \equiv \frac{\Lambda c^2}{3H_0^2}.$$  \hfill (9.20)

Observations suggest that the largest contribution to the total density of universe comes from the cosmological constant or, more generally speaking, from the so-called *dark energy*, of which the cosmological constant is a particular form. The equation of state of dark energy can be written in the form

$$p_{DE} = w_{DE}(t)\rho_{DE}c^2,$$  \hfill (9.21)

where $w_{DE}(t)$ is a function of time. The case $w_{DE} = -1$ corresponds to the cosmological constant. Assuming that the energy of vacuum may not have the form of a cosmological constant, then its contribution to the density parameter at present time is generally indicated as $\Omega_{DE,0}$.

The values of $\Omega_{m,0}$ and $\Omega_{\Lambda,0}$ (or $\Omega_{DE,0}$) are related to the curvature of the spatial hyper-surfaces. Using the previous definitions, Eq. 9.14 can be written for $a = a_0 = 1$ as

$$H_0^2(1 - \Omega_{m,0} - \Omega_{\Lambda,0}) = -Ke^2,$$  \hfill (9.22)

from which we see that if $K = 0$, then $\Omega_0 = \Omega_{m,0} + \Omega_{\Lambda,0} = 1$. Moreover, the sign of $K$ is positive if $\Omega_0 > 1$, negative otherwise.

Finally, we define the *deceleration parameter*

$$q_0 = -\frac{\ddot{a}a}{\dot{a}^2}$$  \hfill (9.23)

at $t = t_0$. The sign of this parameter tells us if the universe is in decelerated expansion or not.

### 9.5 Cosmological Distances

Several types of distance between two points can be defined in a curved space–time. Indeed, distance definitions in terms of different measurement prescriptions generally lead to different distances.
The proper distance of $P$ from $P_0$, which we can take as the origin of the polar coordinate system $r, \phi, \theta$, is the distance measured at time $t$ by a chain of observers connecting $P$ to $P_0$. From Eq. 9.4, this distance is

$$D_{pr} = \int_0^r \frac{adr'}{(1 - Kr'^2)^{1/2}} = af(r), \quad (9.24)$$

where $a$ is the scale factor at time $t$, $a = a(t)$, and the radial function $f(r)$ is

$$f(r) = \begin{cases} \arcsin r & K = 1 \\ r & K = 0 \\ \arcsinh r & K = -1 \end{cases}. \quad (9.25)$$

Given the time dependence of the scale factor, the proper distance also changes with time. Therefore, the point $P$ has a radial velocity with respect to $P_0$ given by

$$v_r = \frac{\dot{a}f(r)}{a} = \frac{\dot{a}}{a}f(r) = H(t)D_{pr}. \quad (9.26)$$

This equation is called the Hubble’s Law.

The proper distance at the actual time $t_0$ defines the comoving distance

$$D_c = f(r) = a^{-1}D_{pr}. \quad (9.27)$$

This is the distance on the spatial hyper-surface $t = t_0$ between the world lines of points $P$ and $P_0$ comoving with the cosmic flow.

The angular diameter distance is defined in analogy to the relation in the Euclidean space between the physical diameter $d_{pr}$ of a source and the angle $\Delta \theta$ that it subtends. From Eq. 9.4, it results in $d_{pr} = ar\Delta \theta$ and the angular diameter distance is then

$$D_A = \frac{d_{pr}}{\Delta \theta} = ar. \quad (9.28)$$

The distance defined in such a way to preserve the Euclidean inverse-square law for the decrease of luminosity with distance from a source is called luminosity distance. If $L$ is the amount of energy emitted by a source in $P$ per unit time and $l$ is the amount of energy received per unit time and per unit area by an observer in $P_0$, the luminosity distance between these two points is defined as

$$D_L = \left( \frac{L}{4\pi l} \right)^{1/2}. \quad (9.29)$$

The area of a spherical surface centered on $P$ and passing through $P_0$ at time $t_0$ is just $4\pi r^2$. The photons emitted by the source arrive at this surface having been redshifted by the expansion of the universe by a factor $a$. Also, photon arrival times are delayed by another factor $a$. Therefore, the flux $l$ is given by

$$l = \frac{L}{4\pi r^2a^2}. \quad (9.30)$$
Fig. 9.1 Three distance measures are plotted as a function of redshift in two cosmological models: a model with $\Omega_{m,0} = 1$ and $\Omega_{\Lambda,0} = 0$ (left panel) and a model with $\Omega_{m,0} = 0.3$ and $\Omega_{\Lambda,0} = 0.7$ (right panel). These are the comoving distance $D_c$ (red dotted line), the angular diameter distance $D_A$ (blue short-dashed line), and the luminosity distance $D_L$ (green log-dashed line).

from which

$$D_L = a^{-1}r = a^{-2}D_A.$$  \hfill (9.31)

We plot the four distances $D_{pr}$, $D_c$, $D_A$, and $D_L$ as a function of redshift in Fig.9.1. Given that they depend on the curvature of the space–time, distances change for different values of $\Omega_{m,0}$ and $\Omega_{\Lambda,0}$: they are larger for lower cosmic density and higher cosmological constant. The largest differences are at high redshift, while at low redshift all distances follow the Hubble’s law,

$$\text{distance} = \frac{cz}{H_0} + O(z^2).$$  \hfill (9.32)
9.6 The Friedmann Models

We now introduce the standard cosmological models described by Eqs. 9.14 and 9.15. They receive their name from A. Friedmann, who derived them in 1922. The main assumptions on which these cosmological models are based are:

- The universe can be approximated by a perfect fluid with some density $\rho$ and pressure $p$.
- The appropriate equation of state, relating pressure to density, can be cast, either exactly or approximately, in the form

$$p = w\rho c^2. \quad (9.33)$$

The perfect fluid is, in fact, quite a realistic approximation in many situations. For example, if the scale of particle interaction is much smaller than the scale of physical interest, as is the case for the global properties of the universe, the fluid can be treated as perfect. Even the second assumption on the fluid equation of state is quite appropriate in many cases of physical interest.

Non-relativistic matter, which can be considered as pressure-less, is frequently called dust and corresponds to the case $w = 0$. This approximation is valid in general for any non-relativistic gas, which can then be treated as a fluid of dust.

On the other hand, relativistic matter and radiation correspond to the case $w = 1/3$.

Inserting these expressions into Eq. 9.16, we obtain:

$$\rho = \begin{cases} 
\rho_0 a^{-3} = \rho_0 (1 + z)^4 & \text{for dust, } p = 0 \\
\rho_0 a^{-4} = \rho_0 (1 + z)^3 & \text{for relativistic matter, } p = \frac{1}{3} \rho c^2 \end{cases} \quad (9.34)$$

The energy density of relativistic matter therefore drops more rapidly than that of the non-relativistic one. This can be understood by considering a comoving box containing $N$ particles. Let us assume that the box expands, with an expansion factor $a(t)$, and particles within it are neither created nor destroyed. In the case of non-relativistic matter, the density of particles simply changes as the inverse of the box volume, i.e. as $a^{-3}$. If the particles are relativistic, they behave like photons: not only their number density decreases as $a^{-3}$, but their wavelength $\lambda$ is also increased by a factor $a$. Since the energy per particle is proportional to $\lambda^{-1}$, the total energy density decreases as $a^{-4}$.

At the epoch when the density of the relativistic matter component equaled that of the non-relativistic one, the expansion scale factor was

$$a_{eq} = \frac{\Omega_r,0}{\Omega_0} = 3.2 \times 10^{-5} \Omega_0^{-1} h^{-2}. \quad (9.35)$$

Much before that epoch, i.e. for $a \ll a_{eq}$, the expansion of the universe therefore was radiation-dominated.
An important property of the Friedmann models with no cosmological constant is that, if \( w > -1/3 \), they possess a point in time where \( a = 0 \), which is called the Big-Bang singularity. Indeed, inserting Eq. 9.33 into Eq. 9.14, we obtain

\[
H^2(t) = \left( \frac{\dot{a}}{a} \right)^2 = H_0^2 a^{-2} \left[ \Omega_{0w} a^{-(1+3w)} + (1 - \Omega_{0w}) \right],
\]

(9.36)

where \( \Omega_{0w} = \rho_{0w}/\rho_{cr} \) is the actual density parameter of the fluid. Suppose that at some generic time \( t \) the universe is expanding, so that \( \dot{a}(t) > 0 \). If \( w > -1/3 \), from Eq. 9.14 we see that \( \ddot{a} < 0 \) for all \( t \). The graph describing \( a(t) \) therefore is necessarily concave and there must be a time, which we can set as \( t = 0 \), when \( a(0) = 0 \) and when the density diverges.

### 9.6.1 Single Component Models

We discuss in this section the solutions of Eq. 9.14 for flat, open, and closed models in the simple case of single component universes.

The solution appropriate to a flat universe, i.e. with \( \Omega_{0w} = 1 \), without cosmological constant is known as the Einstein-de Sitter universe. In this case, integrating Eq. 9.14, we obtain

\[
a(t) = \begin{cases} 
\left( \frac{t}{t_0} \right)^{2/3} & \text{for the matter-dominated universe, } \ w = 0 \\
\left( \frac{t}{t_0} \right)^{1/2} & \text{for the radiation-dominated universe, } \ w = \frac{1}{3} 
\end{cases}
\]

(9.37)

A general property of these models therefore is that the expansion parameter \( a \) grows indefinitely with time. Moreover, the deceleration parameter is constant and positive in both the cases of matter- and radiation-dominated universes. This means that the expansion in these models is decelerated.

The solutions for curved models are rather more complicated. At early times, they behave in a manner very similar to flat models, and the solutions seen for the Einstein-de Sitter model can be applied. Then, when \( a(t) \gg a(t^*) = a^* \), where \( a^* \) is given by

\[
a^* = \left| \frac{\Omega_{0w}}{1 - \Omega_{0w}} \right|^{1/(1+3w)},
\]

(9.38)

solutions differ. In models with \( \Omega_{0w} < 1 \) (open universes), for \( t \gg t^* \) the scale factor grows with time as

\[
a(t) \simeq a^* \frac{t}{t^*},
\]

(9.39)

and the deceleration parameter is approximately zero.
In models with $\Omega_w > 1$, at $t = t^*$ the scale factor reaches a maximum $a_m = a_*$. After that time $a(t)$ starts to decrease symmetrically around $a_m$. At time $t = 2t^*$ there is another singularity in a symmetrical position with respect to the Big-Bang, called the Big-Crunch.

Analytical solutions exist for both matter- and radiation-dominated universes (e.g. Coles & Lucchin 2002).

### 9.6.2 Multiple Component Models

Considering a model universe made of matter, radiation, and cosmological constant (we consider this case of dark energy for the moment), Eq. 9.14 becomes

$$H^2(t) = H_0^2 \left[ \frac{\Omega_{r,0}}{a^4} + \frac{\Omega_{m,0}}{a^3} + \frac{1 - \Omega_{m,0} - \Omega_{\Lambda,0}}{a^2} + \Omega_{\Lambda,0} \right]. \quad (9.40)$$

There is generally no simple solution to this equation. Qualitatively, we can say that at very early times the universe is flat and radiation-dominated. Even the term depending on the cosmological constant is negligible at that time. Therefore, solutions for the Einstein-de Sitter model are appropriate for describing the evolution of the scale factor during this period. Then, after equivalence, matter starts to dominate over radiation and the cosmological constant term becomes increasingly more significant.

Using Eq. 9.40, we can determine the dependence of $\Omega_m$ and $\Omega_{\Lambda}$ on the scale factor $a$. For a matter-dominated universe, we find

$$\Omega_m(a) = \frac{8\pi G}{3H^2(a)} \rho_{m,0} a^{-3} = \frac{\Omega_{m,0}}{a + \Omega_{m,0}(1 - a) + \Omega_{\Lambda,0}(a^3 - a)}, \quad (9.41)$$

$$\Omega_{\Lambda}(a) = \frac{\Lambda c^2}{3H^2(a)} = \frac{\Omega_{\Lambda,0} a^3}{a + \Omega_{m,0}(1 - a) + \Omega_{\Lambda,0}(a^3 - a)}. \quad (9.42)$$

Whatever the values of $\Omega_{m,0}$ and $\Omega_{\Lambda,0}$ are at the present epoch, Eqs. 9.41 and 9.42 show that $\Omega_m \to 1$ and $\Omega_{\Lambda} \to 0$ for $a \to 0$. On the other hand, if $\Omega_{m,0} + \Omega_{\Lambda,0} \leq 1$, $\Omega_{m} \to 0$ and $\Omega_{\Lambda} \to 1$ monotonically for $a \to \infty$. Therefore, for this kind of models we can define a time $t_{\Lambda}$ such that for $a \gg a_{\Lambda} = a(t_{\Lambda})$, the dominant term in Eq. 9.40 is the cosmological constant one. Neglecting all the other terms, the solution of the Friedmann equations at that time is that of the so-called de Sitter universe, which is written in the form

$$a(t) \propto \exp \left[ \left( \frac{1}{3} \Lambda \right)^{1/2} ct \right]. \quad (9.43)$$

This means that at a given time $t_{acc}$, the cosmological constant term starts to accelerate the expansion of the universe. This can be explained, if one remembers...
that the cosmological constant is proportional to the energy density and pressure of vacuum. In particular, from Eq. 9.13 (see also Eq. 9.21), we see that the vacuum has a negative-pressure equation of state:

$$p_{\text{vac}} = -\rho_{\text{vac}} c^2.$$  

(9.44)

This means that the pressure of vacuum can be interpreted as a source of gravitational repulsion. Therefore, we can assume that, when the matter density is sufficiently low, gravity loses its efficiency to decelerate the expansion of the universe and the vacuum pressure starts to accelerate it. This behavior characterizes also models with dark energy that differs from a cosmological constant.

### 9.7 Structure Formation

#### 9.7.1 Linear Growth of Density Perturbations

The standard model assumes that structure in the universe formed via gravitational collapse from initial density fluctuations. The origin of these fluctuations is still unclear, but the general idea is that they were generated during an inflationary epoch from quantum fluctuations. They are assumed to be uncorrelated and the distribution of their amplitudes is assumed to be Gaussian.

Density perturbations are characterized by the density contrast

$$\delta (\vec{r}, a) = \frac{\rho (\vec{r}, a) - \bar{\rho}(a)}{\bar{\rho}(a)},$$  

(9.45)

where \(\bar{\rho}\) is the average cosmic density and \(\rho\) is the density at the position given by \(\vec{r}\).

Until \(\delta \ll 1\), it is possible to study the evolution of the density perturbations using the linear approach. First, we consider a universe dominated by baryonic matter, i.e., gas having pressure \(p\). The time evolution of a small density perturbation \(\delta\) is determined by two opposite forces: the first is the pressure force, which acts such as to cancel the density fluctuation; the second is the gravitational force, which tends to amplify it. If the fluctuation is contained in a region of radius \(R\), the pressure force per unit mass can be written as

$$F_p \approx \frac{p R^2}{M} = \frac{v_s^2}{R},$$  

(9.46)
where \( M = \rho R^3 \) is the mass of the fluctuation and \( v_s \sim \sqrt{\rho/\rho} \) is the sound velocity in the fluid. On the other hand, the gravitational force per unit mass is

\[
F_g \approx \frac{GM}{R^2} = G\rho R .
\]  

(9.47)

The density perturbation can grow only if \( F_g \geq F_p \). Equaling Eqs. 9.46 and 9.47, we obtain that this condition is satisfied only if the size of the region where the fluctuation happens is larger than the Jeans radius,

\[
R_J = \left( \frac{v_s^2}{G\rho} \right)^{1/2} .
\]  

(9.48)

Density perturbations on scales \( \lambda \geq R_J \) therefore are amplified. Perturbations on scales \( \lambda < R_J \) do not grow and propagate as acoustic waves.

Linear theory shows that perturbations on scales larger than the Jeans radius grow like

\[
\delta(a) \propto \begin{cases} 
a^2 & \text{before } a_{eq} \\
/a & \text{after } a_{eq} \end{cases},
\]  

(9.49)

as long as the Einstein-de Sitter limit holds. If \( \Omega_{m,0} \neq 1 \) and \( \Omega_{\Lambda,0} \neq 0 \), this approximation, however, does not apply anymore for \( a \gg a_{eq} \). Then, the linear growth of density perturbations is changed according to

\[
\delta(a) = \delta_0 a \frac{g'(a)}{g'(1)} \equiv \delta_0 a g(a) ,
\]  

(9.50)

where \( \delta_0 \) is the density contrast linearly extrapolated to the present epoch and \( g'(a) \) is the linear growth function, which depends on \( \Omega_m(a) \) and \( \Omega_{\Lambda}(a) \) as given by the fitting function

\[
g'(a; \Omega_{m,0}, \Omega_{\Lambda,0}) = \frac{5}{2} \Omega_m(a) \left[ \Omega_m^{4/7} (a) - \Omega_{\Lambda}(a) + \left( 1 + \frac{\Omega_m(a)}{2} \right) \left( 1 + \frac{\Omega_{\Lambda}(a)}{70} \right) \right]^{-1} .
\]  

(9.51)

The growth function \( a g(a) \) is shown in Fig. 9.2 for a variety of parameters \( \Omega_{m,0} \) and \( \Omega_{\Lambda,0} \): the growth rate is constant for the Einstein-de Sitter model (\( \Omega_{m,0} = 1; \Omega_{\Lambda,0} = 0 \)), while for low \( \Omega_{m,0} \) models it is higher for \( a \ll 1 \) and lower for \( a \approx 1 \). This feature means that structures form earlier in low-density than in high-density models, which will turn out to be of great importance for the further discussion on arc statistics.
Instead of using the size of fluctuations, we can deal with their mass. For a perturbation of density $\rho$ and size $R$, the mass is defined as

$$M = \frac{4}{3} \pi R^3 \rho . \quad (9.52)$$

This permits us to define the Jeans mass, $M_J \equiv M(R_J) = (4/3)\pi R_J^3 \rho$. Only perturbations of mass $M \geq M_J$ can be amplified by gravity.

Before equivalence, the Jeans mass $M_J$ grows like $M_J \propto a^3$. Then, while the matter is coupled with radiation, it is constant, $M_J(a_{eq}) \sim 10^{16} M_\odot / h$. When radiation and matter decouple, the Jeans mass drops down to $M_J \sim 10^5 M_\odot / h$. This is very important because the perturbations, which initially had mass $M < M_J$ and oscillated without being amplified, can now start to grow.

Density fluctuations can be on scales even larger than the size of the causally connected regions in the universe. This size is called the cosmological horizon. It is given by the distance by which a photon can travel in the time $t$ since the Big-Bang. Since the appropriate time scale is given by the inverse Hubble parameter $H^{-1}(a)$,
the horizon size is $R_H = c H^{-1}(a)$. The mass inside a sphere with radius $R_H$ is called the horizon mass,

$$M_H = \frac{4}{3} \pi R_H^3 \rho.$$  \hfill (9.53)

Considering only the matter contribution to the density $\rho$, the horizon mass grows like $M_H \propto a^3$ before equivalence, being $M_H(a_{eq}) \sim 10^{15} M_\odot/h$, and like $M_H \propto a^{3/2}$ after equivalence. When a perturbation has $M \leq M_H$, it can experience all the physical processes, like dissipation, which happen in the expanding universe.

Before the epoch $a_{rec}$ of the hydrogen recombination, when matter and radiation are still coupled, the baryonic matter in the universe can be considered as a plasma of photons, electrons, and protons. Dissipative effects arise in this plasma mainly due to the diffusion of photons. The size of the region that is affected by the dissipation effects grows with time like $R_S \propto (c^2 \tau_{\gamma e})^{1/2}$, where $\tau_{\gamma e}$ is the time scale for the collisions between photons and electron–proton pairs. The dissipation mass (or Silk mass) is then

$$M_S = \frac{4}{3} \pi R_S^3 \rho. \hfill (9.54)$$

This mass grows like $M_S \propto a^{9/2}$ before equivalence, when $M_S(a_{eq}) \sim 10^{11} M_\odot/h$, and like $M_S \propto a^{15/4}$ after equivalence. After recombination, the dissipation mass drops to zero. It is important to note that dissipation obliterates the fluctuations on all scales smaller than the Silk mass almost immediately. In a collisional fluid, no structure will therefore be formed on all mass scales less than the Silk mass at recombination, $M_S(a_{rec}) \sim 10^{14} M_\odot/h$. Smaller structures can only form by fragmentation of the larger ones.

The main problem of this model for structure formation is that the cosmic microwave background reveals relative temperature fluctuations of order $10^{-5}$ on large scales. By the Sachs–Wolfe effect Sachs and Wolfe (1967), these temperature fluctuations reflect baryonic density fluctuations of the same order of magnitude at recombination. Given that recombination occurs at $a \sim 10^3$, Eq. 9.49 implies that density fluctuations today should only reach a level of $10^{-2}$. Instead structure (e.g. galaxies) with $\delta \gg 1$ are observed.

This is one of the strongest arguments for the existence of an additional matter component that does not couple electromagnetically (probably only weakly), i.e. the dark matter. If this matter component exists, then fluctuations in that component can grow as soon as it decouples from the cosmic plasma, well before photons decouple from baryons to set the cosmic microwave background free.

We can consider the dark matter as a collision-less fluid. Previous definitions of Jeans mass, horizon mass, and dissipation mass can be extended even to this fluid by substituting the sound velocity with the average velocity $v_*$ of the collision-less particles. In this case fluctuations on mass scales less than the Jeans mass do not propagate as acoustic waves but are damped by the velocity dispersion...
of particles. This dissipation process is called \textit{free streaming}. Perturbations are completely canceled when their mass is equal to the \textit{free streaming mass},

\[ M_{FS} = \frac{4}{3} \pi R_{FS}^3 \rho_{DM}, \tag{9.55} \]

where \( R_{FS} \) is the free streaming length,

\[ R_{FS} = a \int_0^t \frac{v(t')}{{a(t')}} dt'. \tag{9.56} \]

If we assume that dark matter decoupled from the cosmic plasma when it was already non-relativistic (\textit{cold dark matter}), the Jeans mass and the free streaming mass are almost identical and much lower than the masses of cosmological interest, being \( M_J(a_{rec}) \approx M_{FS}(a_{rec}) \sim 10^5 M_\odot / h \). Structures can thus form starting at the smallest scales. Baryons can then fall into the potential wells of the dark matter structures once they decouple from radiation.

Among the fluctuations of mass \( M \leq M_J(a_{rec}) \), those that enter the horizon at \( a \leq a_{eq} \) cannot grow until radiation ceases dominating the expansion of the universe: before \( a_{eq} \), the expansion time scale \( t_{\text{exp}} \sim (G \rho_R)^{-1/2} \) is smaller than the collapse time scale \( t_{\text{DM}} \sim (G \rho_{DM})^{-1/2} \) of dark matter fluctuations. In other words, the radiation-driven expansion of the universe prevents dark matter perturbations from collapsing. Since the time evolution of density perturbations before equivalence is \( \delta \propto a^2 \), fluctuations of mass \( M < M_H(a_{eq}) \) that enter the horizon at \( a_{\text{enter}} \) are suppressed at equivalence by a factor

\[ f_{\text{sup}} = \left( \frac{a_{\text{enter}}}{a_{eq}} \right)^2. \tag{9.57} \]

\section*{9.7.2 Density Power Spectrum}

It is very convenient to think of the linear perturbations as of superposition of plane waves that evolve independently, while the fluctuations are still linear. In other words, we can decompose the density contrast into Fourier modes. This description should be valid only in flat space, but we can use it also for curved models because 1) at early times space can be considered flat in all cosmological models and 2) at late times the interesting scales of the density perturbations are much smaller than the curvature radius of the universe.

We therefore write the density contrast as

\[ \delta(\vec{r}) = \int \frac{d^3 k}{(2\pi)^3} \hat{\delta}(\vec{k}) e^{-i\vec{k}\cdot\vec{r}}. \tag{9.58} \]
where \( \vec{k} \) is the wave vector and \( \hat{\delta} \) denotes the Fourier transform of \( \delta \),

\[
\hat{\delta}(\vec{k}) = \int d^3r \, \delta(\vec{r}) e^{i\vec{k} \cdot \vec{r}}.
\] (9.59)

The power spectrum of the density fluctuations is then defined as

\[
P(k) \equiv \langle |\hat{\delta}^2(\vec{k})| \rangle .
\] (9.60)

It is commonly assumed that the primordial power spectrum has a power-law form,

\[
P_i(k) = A_i k^{n_i}.
\] (9.61)

Moreover, if we require that the primordial power spectrum is scale invariant, i.e. the fluctuations in the gravitational potential are independent of the length scale, the power index must be \( n_i = 1 \). This power spectrum is then called the Harrison–Zel’dovich spectrum, which is compatible with predictions from inflationary models, although they tend to require \( n_i \lesssim 1 \).

The primordial power spectrum is later modified by all the physical processes that affect the growth of density perturbations. In particular, we must take into account the suppression of the fluctuations that enter the horizon before equivalence. Given that the time \( a_{\text{eq}} \) when a perturbation of comoving length \( \lambda \) or wave number \( k = \lambda^{-1} \) enters the horizon is \( a_{\text{enter}} \propto k^{-1} \) for \( a_{\text{enter}} \ll a_{\text{eq}} \), the suppression factor 9.57 can be written as

\[
f_{\text{sup}} = \left( \frac{k_0}{k} \right)^2,
\] (9.62)

where \( k_0 \) is the wave number corresponding to a perturbation that enters the horizon at \( a_{\text{eq}} \). Combining the primordial spectrum with this suppression of small-scale modes, we obtain

\[
P(k) \propto \begin{cases} 
  k & \text{for } k \ll k_0 \\
  k^{-3} & \text{for } k \gg k_0
\end{cases}
\] (9.63)

The normalization of the matter power spectrum is defined through the variance of mass within spheres of radius 8 \( h^{-1}\text{Mpc} \), \( \sigma_8 \). It has been measured using several methods, such as X-ray cluster counts, weak lensing, and the cosmic microwave background (CMB). The most recent results from *Planck* set this parameter to \( \sigma_8 \sim 0.81 \).
9.7.3 Non-linear Evolution

Once the non-linear regime is reached by the density perturbations, their evolution is separated from the universal expansion and they start to collapse to form virialized objects. It is very difficult to properly describe the collapse process unless one makes strong assumptions, for example on the symmetry of the perturbations.

The simplest assumption we can make is that the collapse is spherical. In the absence of the cosmological constant, the radius $R$ of a mass shell in a spherically symmetric density perturbation evolves according to

$$\frac{d^2 R}{dt^2} = -\frac{GM}{R^2}, \quad (9.64)$$

where $M$ is the mass within the mass shell. Integrating this equation, we obtain

$$\frac{1}{2} \left( \frac{dR}{dt} \right)^2 - \frac{GM}{R} = E. \quad (9.65)$$

If the energy $E < 0$, the shell collapses. Using this spherical approximation, the solution of Eq. 9.65 is characterized by:

- A maximum expansion, $R = R_{\text{max}}$, at $t = t_{\text{max}}$, when the perturbation density is $\rho_p(t_{\text{max}}) = (3\pi/4)^2 \overline{\rho}(t_{\text{max}}) \approx 5.5 \overline{\rho}(t_{\text{max}})$, where $\overline{\rho}$ is the average density of the unperturbed background
- A singularity, $R = 0$, at the collapse time $t_c = 2t_{\text{max}}$, when density ideally goes to infinity at the center

In fact, when the density is high, small departures from spherical symmetry will result in the formation of shocks and considerable pressure gradients. Heating of the material will occur due to the dissipation of shocks that converts the kinetic energy of collapse into heat. The final result will therefore be an equilibrium state that is not a singular point but some extended configuration with radius $R_{\text{vir}}$ and mass $M$. This happens when the system reaches the virial equilibrium. From the virial theorem, $R_{\text{vir}} = R_{\text{max}}/2$. In an Einstein-de Sitter universe, the perturbation density in units of the critical density at $t_c$ is

$$\Delta_c \equiv \frac{\rho_p(t_c)}{\rho_{\text{cr}}(t_c)} = 18\pi^2 \approx 178. \quad (9.66)$$

An extrapolation of linear theory would give a density contrast $\delta_c = \delta(t_c) = 3(12\pi)^{2/3}/20 \approx 1.687$ with a weak dependence on the cosmological parameters.

We show in Fig. 9.3 how $\Delta_c$ and $\delta_c$ for halos collapsing at $z_c = 0$ change for a variety of parameters $\Omega_{m,0}$ and $\Omega_{\Lambda,0}$. The critical over-density $\delta_c$ has only a weak dependence on $\Omega_{m,0}$ for both open models with $\Omega_{\Lambda,0} = 0$ and flat models with
Fig. 9.3 Upper panel: virial over-density of collapsed objects in units of the critical density as a function of $\Omega_0$. Results are plotted for open models with $\Omega_{\Lambda,0} = 0$ (solid line) and flat models with $\Omega_{m,0} + \Omega_{\Lambda,0} = 1$ (dotted line). Lower panel: linear extrapolation of the density contrast at the collapse time $t_c$. The solid and dotted lines are as in the upper panel.

$\Omega_{m,0} + \Omega_{\Lambda,0} = 1$. The dependence of $\Delta_c$ on the cosmological parameters is much stronger.

Of course, non-linearity affects the shape of the power spectrum $P(k)$ in a very complicated way. Numerical methods are required for properly evaluating the non-linear power spectrum. Analytic formulae can be obtained only under some strong assumptions. For example, starting from the ansatz that the two point correlation functions in the linear and non-linear regimes are related by a general scaling relation Hamilton et al. (1991), analytic formulae describing the non-linear behavior of $P(k)$ have been derived Jain et al. (1995), Peacock and Dodds (1996). We show in Fig. 9.4 the CDM power spectrum corresponding to a $\Lambda CDM$ model with $\Omega_{m,0} = 0.3$, $\Omega_{\Lambda,0} = 0.7$, and $h = 0.7$, and normalized to the local cluster abundance. The solid line shows the results obtained by assuming a primordial Harrison-Zel’довich spectrum and linear evolution of the density perturbations on all scales. The dashed curve shows the non-linear evolution of the previous spectrum to $z = 0$. Non-linearity affects the small-scale (large $k$) part of the spectrum because small-scale perturbations are the first that enter the non-linear regime.
Fig. 9.4 CDM power spectrum, normalized to the local cluster abundance, for a $\Lambda CDM$ model with $\Omega_{m,0} = 0.3$ and $\Omega_{k,0} = 0.7$ with $h = 0.7$. The solid curve shows the linear power spectrum, extrapolated to the present time; the dashed line shows its non-linear evolution.

### 9.8 Mass Function

The mass distribution of dark matter halos undergoing spherical collapse in the framework of CDM models is described by the Press and Schechter function Press and Schechter (1974). The number density of collapsed lumps at redshift $z$ with mass in the range $[M, M + dM]$ is

$$n(M, z)dM = \frac{\bar{\rho}}{M} f(\nu) \frac{d\nu}{dM} dM,$$

(9.67)

where $\bar{\rho}$ is the universe mean density at redshift $z$. The function $f$ depends only on the variable $\nu = \delta_c(z)\sigma_M$ and is normalized such that $\int f(\nu)d\nu = 1$. $\delta_c(z)$ is the linearly extrapolated density contrast of halos collapsed at redshift $z$ (see previous section). The r.m.s. density fluctuation at the mass scale $M$, $\sigma_M$, is given by

$$\sigma_M = \frac{1}{2\pi^2} \int_0^\infty dk \, k^2 P(k) W^2(kR),$$

(9.68)
where $W(kR)$ is the Fourier transform of the window function, which describes the shape of the volume from which the collapsing object is accreting material. Finally, $R$ is the comoving size of the fluctuation of mass $M$.

In their original derivation of the cosmological mass function, Press and Schechter obtained

$$f(\nu) = \frac{1}{\sqrt{2\pi}} \exp\left(-\frac{\nu^2}{2}\right). \quad (9.69)$$

The mass function has been used in this form for more than a decade. However, the last generation of $N$-body simulations revealed significant deviations of the original Press and Schechter function from the numerical description of the mass distribution of dark matter halos. Correcting the Press–Schechter approach by incorporating the effects of non-spherical collapse, Sheth and Tormen (1999) found

$$f(\nu) = \sqrt{\frac{2A}{\pi}} C \left(1 + \frac{1}{(A\nu^2)q}\right) \exp\left(-\frac{A\nu^2}{2}\right), \quad (9.70)$$

where $A = 0.707$, $C = 0.3222$, and $q = 0.3$. This equation reduces to the Press and Schechter expression for $A = 1$, $C = 0.5$, and $q = 0$. Fitting the results of $N$-body simulations, Jenkins et al. (2001) found a formula that is statistically not distinguishable from the Sheth and Tormen one with $A = 0.75$ (see also Tinker et al. 2008).

We plot in Fig. 9.5 the three different mass functions by Press and Schechter, Sheth and Tormen, and Jenkins et al. The original Press and Schechter function underpredicts the abundance of large mass halos with respect to the Sheth and Tormen and the Jenkins et al. functions. The last two are very close to each other; there is only a small difference in the very high-mass tail.

### 9.9 Dark Energy Models

As seen in the previous sections, the cosmological constant is strongly connected to the energy density of vacuum. Actually most favored cosmological models predict that today this vacuum energy density is of the same order of magnitude as the amount of dark and baryonic matter energy density in the universe, $\epsilon \approx (10^{-3} \text{eV})^4$. This number is tiny in terms of the natural scale of primordial energy density given by the Planck mass $M_p = 1.22 \times 10^{19} \text{GeV}$. A dominant radiation or matter energy density decreases as $\rho \sim M_p^2 t^{-2}$ and the present age of the universe is $t_0 \approx 1.5 \times 10^{10} \text{yr}$. It is therefore very easy to explain the smallness of the actual matter energy density in terms of the long duration of the cosmological expansion. On the other hand, assuming that the vacuum energy density is constant, it is very difficult to understand why the cosmological constant is so small today.
Fig. 9.5  Differential mass function of dark matter halos. Three different mass functions are showed: the original Press and Schechter function (solid lines), its modification obtained by including non-spherical collapse by Sheth and Tormen (dotted lines), and the mass function derived from numerical simulations by Jenkins et al. (dashed lines). Results are plotted for a flat model with \( \Omega_{m,0} = 0.3 \) and \( \Omega_{\Lambda,0} = 0.7 \) and for an Einstein-de Sitter model with \( \Omega_{m,0} = 1 \) and \( \Omega_{\Lambda,0} = 0 \). Black and red lines show the mass functions of halos at redshift \( z = 0 \) and \( z = 1 \), respectively.

In order to solve this problem, it has been proposed that even \( \Lambda \) might be very small now because it has been rolling toward zero for a very long time. This idea that the universe contains nearly to homogeneous dark energy, called *Quintessence*, that approximates a time-variable cosmological “constant” arose also in particle physics, through the discussion of phase transition in the early universe and through the search for a dynamical cancellation of the vacuum energy density. We shall not present a rigorous treatment of quintessence models here but only summarize some basic concepts. For a more quantitative discussion, we refer to the excellent review by Peebles and Ratra (2003) and the book by Amendola and Tsujikawa (2010).
Dark energy is usually modeled as that of a homogeneous scalar field, \( \Phi \). In this case, if spatial curvature can be neglected, the field equation is

\[
\ddot{\Phi} + 3 \frac{\dot{a}}{a} \dot{\Phi} + \frac{dV}{d\Phi} = 0,
\]  

(9.71)

where \( V \) is the potential energy density, which is a function of the field \( \Phi \).

The energy–momentum tensor of this homogeneous field is diagonal in the rest frame of an observer moving such that the universe appears isotropic, and its time and space parts along the diagonal define the energy density and pressure,

\[
\rho_\Phi = \frac{1}{2} \dot{\Phi}^2 + V(\Phi),
\]  

(9.72)

\[
p_\Phi = \frac{1}{2} \dot{\Phi}^2 - V(\Phi).
\]  

(9.73)

The general form of the equation of state relating \( \rho_\Phi \) to \( p_\Phi \) is again

\[
p_\Phi = w \rho_\Phi c^2,
\]  

(9.74)

with \( w < -1/3 \). If the scalar field varies slowly in time (\( \dot{\Phi}^2 \ll V(\Phi) \)), the field energy approximates the effect of the Einstein’s cosmological constant with \( p_\Phi \simeq -\rho_\Phi c^2 \).

This condition is verified during the inflationary epoch but not at its end, when \( V \sim 0 \). When this happens, \( \Phi \) oscillates. The scalar field is supposed to vary rapidly enough to produce the entropy of our universe and the field or the entropy may produce the baryons, leaving \( \rho_\Phi \) small or zero. If, after inflation, the time evolution of \( \rho_\Phi \) starts to slow down and becomes slower than that of the matter density, there comes a time when \( \rho_\Phi \) starts to dominate and the universe appears to have a cosmological constant.

There are many and well justified forms for the potential of this slowly evolving field (e.g. Lucchin & Matarrese 1985). A very simple model assumes a potential of the form

\[
V = \frac{Q}{\Phi^\alpha},
\]  

(9.75)

where the constant \( Q \) has dimensions of mass raised to the power \( \alpha + 4 \). Using this potential, the ratio of the mass densities in the scalar field and in the matter or radiation turns out to be

\[
\frac{\rho_\Phi}{\rho} \propto t^{4/(2+\alpha)}.
\]  

(9.76)

In the limit where the parameter \( \alpha = 0 \), \( \rho_\Phi \) is constant and this model is equivalent to the Einstein cosmological constant. Solutions as those obtained by using this
potential for $\alpha > 0$ have two properties that seem desirable. First, they are said to be attractors Ratra and Peebles (1988) or trackers Steinhardt et al. (1999), meaning that they are asymptotic solutions for a broad range of initial conditions at high redshift. For example, energy distribution becomes nearly homogeneous even when gravity has collected the other matter into non-relativistic clumps. Second, the energy density in the attractor solution decreases less rapidly than that of matter and radiation.
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